Abstract

This paper demonstrates a new technique based on a combined form of the new transform method with homotopy perturbation method to find the suitable accurate solution of autonomous Equations with initial condition. This technique is called the transform homotopy perturbation method (THPM). It can be used to solve the problems without resorting to the frequency domain. The implementation of the suggested method demonstrates the usefulness in finding exact solution for linear and nonlinear problems. The practical results show the efficiency and reliability of technique and easier implemented than HPM in finding exact solutions. Finally, all algorithms in this paper implemented in MATLAB version 7.12.
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1. Introduction

The most of the phenomena that arise in mathematical physics and engineering fields can be described by partial differential Equations (PDEs), for example, in chemical diffusion, the heat flow, thermo elasticity and the wave propagation phenomena are well described by PDEs [1–4]. So, it's important tool for describing natural phenomena of science and engineering models. Most of these problems are difficult to solve them analytically. So, the researchers due to the get approximate solution. The importance of obtaining the exact or approximate solution of nonlinear PDEs is still a significant problem that needs new methods to get exact or approximate solutions. In the last two decades, various powerful methods have been proposed for obtaining exact and approximate analytic solutions. Among these are the Adomian decomposition method (ADM) [5,6], the homotopy perturbation method (HPM) [7, 8], the homotopy analysis method (HAM), the differential transform method, Laplace decomposition method [9], and the variational iteration method (VIM) [10,11].

In this research we suggest new technique to solve one of the most important of amplitude Equations is the autonomous Equation which describes the appearance of the stripe pattern in two dimensional systems. Moreover, this Equation was applied to a number of problems in variety systems, e.g., Rayleigh-Benard convection, Faraday instability, nonlinear optics, chemical reactions and biological systems. The approximate solutions of the autonomous
Equation were presented by differential transformation method [12]. reduce differential transformation [13]. In this paper a reliable transform homotopy perturbation method is proposed and applied for solving autonomous Equation. The technique can be employed to linear and nonlinear problems. Moreover, some examples are illustrative for demonstrating the advantage of the technique.

2. Partial Differential Equations

Partial differential Equations are a type of differential Equation, i.e, a relation involving an unknown function (or functions say dependent variables) of several independent variables and their partial derivatives with respect to those variables. Partial differential Equations appear frequently in all areas of physics and engineering. In recent years, we have seen a dramatic increase in the use of these Equations in areas such biology, chemistry, chemical engineering, computer science (partially in relation to image processing and graphics) and economics. A PDE is called linear if the power of the dependent variable and each partial derivative contained in the Equation is one and the coefficients of the dependent variable and the coefficients of each partial derivative are constants or independent variables. However, if any of these conditions is not satisfied, the Equation is called nonlinear [4].

3. New Transform

New transform was introduced by Luma and Alaa [14]. to solve differential Equations and engineering problems. Apart from other advantages of new transform (NT) over other integral transforms such as accuracy and simplicity, in [15]. consist a very interesting fact about this transform.

The new transform of a function \( f(t) \), defined by:

\[
\hat{f}(u) = \mathbb{T}\{f(t)\} = \int_{0}^{\infty} e^{-tu} f(t) \, dt,
\]

Here some basic properties of the NT are introduced:

1. Linearity Property: \( \mathbb{T}\{af(t) + bg(t)\} = a\mathbb{T}\{f(t)\} + b\mathbb{T}\{g(t)\} ; a, b \in \mathbb{R} \)

2. Convolution Property: \( (f \ast g)(t) = \int_{0}^{t} f(\tau)g(t-\tau)\,d\tau \)

3. \( \mathbb{T}\{t^n\} = \frac{n!}{v^n} , \, v \neq 0 , \, n = 0,1,2,3, ... \)

4. Differentiation Property: \( \mathbb{T}\{f'\} = v(\mathbb{T}\{f\} - f(0)) \)

For more details see [14,15].

4. Basic Idea of Suggested Method

To illustrate the ideas of new transform homotopy perturbation method (NTHPM) firstly rewrite the initial value problem in autonomous Equation in the form:

\[
u_t(x,t) = c_u_{xx}(x,t) + c_1u(x,t) - c_2u^n(x,t)
\]

With the initial condition: \( u(x,t) = g(x) \)

Where \( c_1 \) and \( c_2 \) are real numbers and \( c \) and \( n \) are positive integers.

Taking new transformation on both sides of the Equation (3) and using the linearity property of the new transform gives:

\[
T\{u_t(x,t)\} = cT\{u_{xx}(x,t)\} + c_1T\{u(x,t)\} - c_2T\{u^n(x,t)\}
\]

By applying the differentiation property of new transform, we have:
Thus, we get:

\[ (v - c_1)T\{u(x,t)\} = vg(x) + cT\{u_{xx}(x,t)\}, \]

\[ T\{u(x,t)\} = \frac{vg(x)}{v-c_1} + \frac{c}{v-c_1} T\{u_{xx}(x,t)\} - \frac{c_2}{v-c_1} T\{u^n(x,t)\} \]

Taking the inverse of new transform on Equation (6), we obtain:

\[ u(x,t) = T^{-1}\left\{\frac{vg(x)}{v-c_1}\right\} + T^{-1}\left(\frac{c}{v-c_1} T\{u_{xx}(x,t)\} - \frac{c_2}{v-c_1} T\{u^n(x,t)\}\right) \]

In the HPM, the basic assumption is that the solutions can be written as a power series in \( p \) as:

\[ u(x,t) = \sum_{n=0}^{\infty} p^n u_n(x,t) \]

and the nonlinear term \( N(u) = u^n \), \( n > 1 \) can be presented by an infinite series as:

\[ N(u) = \sum_{n=0}^{\infty} p^n H_n(x,t) \]

Where \( p \in [0,1] \) is an embedding parameter. \( H_n(u) \) is He polynomial \([16,17]\). That can be generated by formula given below:

\[ H_n(u_0, u_1, \ldots, u_n) = \frac{1}{n!} \frac{d^n}{dp^n} \left[ N\left(\sum_{i=0}^{N} p_i u_i(x,t)\right)\right], \quad n = 0,1,2,\ldots \]

Substituting (10) and (11) in (9), we get:

\[ \sum_{n=0}^{\infty} p^n u_n(x,t) = T^{-1}\left\{\frac{vg(x)}{v-c_1}\right\} + p T^{-1}\left(\frac{c}{v-c_1} T\{\sum_{n=0}^{\infty} p^n u_{xx}(x,t)\} - \frac{c_2}{v-c_1} T\{\sum_{n=0}^{\infty} p^n H_n\}\right) \]

which is the coupling of the new transform and the HPM using He’s polynomials. Comparing the coefficient of like powers of \( p \), the following approximations are obtained:

\[ p^0: u_0(x,t) = T^{-1}\left\{\frac{vg(x)}{v-c_1}\right\} \]

\[ p^1: u_1(x,t) = T^{-1}\left(\frac{c}{v-c_1} T\{u_{0xx}(x,t)\} - \frac{c_2}{v-c_1} T\{H_0\}\right) \]

\[ p^2: u_2(x,t) = T^{-1}\left(\frac{c}{v-c_1} T\{u_{1xx}(x,t)\} - \frac{c_2}{v-c_1} T\{H_1\}\right) \]

\[ p^3: u_3(x,t) = T^{-1}\left(\frac{c}{v-c_1} T\{u_{2xx}(x,t)\} - \frac{c_2}{v-c_1} T\{H_2\}\right) \]

Proceeding in this same manner, the rest of the components \( u_n(x,t) \) can be completely obtained and the series solution is thus entirely determined. Finally, we approximate the analytical solution \( u(x,t) \) by truncated series:

\[ u(x,t) = \lim_{N \to \infty} \left(\sum_{n=0}^{N} u_n(x,t)\right) \]

The above series solutions generally converge very rapidly.
5. Illustrative Examples

In this section, some initial value problems are presented to show the advantages of the proposed method which can be applied to non-linear problem.

Example 1
Consider linear 2\textsuperscript{nd} order autonomous Equation:

\[ u_t(x,t) = u_{xx}(x,t) - 3u(x,t) \]

With the initial condition:

\[ u(x,0) = e^{2x} \]

Taking the new transform on both sides of Equation (16) subject to the initial condition (17), we have:

\[ T\{u_t(x,t)\} = T\{u_{xx}(x,t)\} - 3T\{u(x,t)\} \]

By applying the differentiation property of new transform, we get:

\[ vT\{u(x,t)\} - vu(x,0) = T\{u_{xx}(x,t)\} - 3T\{u(x,t)\} \]

Thus, we have

\[ (v + 3)T\{u(x,t)\} = ve^{2x} + T\{u_{xx}(x,t)\} \]

Taking the inverse new transform on Equation (21), we get:

\[ u(x,t) = T^{-1}\left\{\frac{ve^{2x}}{v+3}\right\} + T^{-1}\left\{\frac{1}{v+3}T\{u_{xx}(x,t)\}\right\} \]

Now, applying the HPM, we get

\[ \sum_{n=0}^{\infty} p^n u_{n}(x,t) = e^{2x-3t} + pT^{-1}\left\{\frac{1}{v+3}T\{\sum_{n=0}^{\infty} p^n u_{xx}(x,t)\}\right\} \]

Comparing the coefficients of like powers of \( p \), we have:

\[ p^0: u_0(x,t) = e^{2x-3t} \]

\[ p^1: u_1(x,t) = T^{-1}\left\{\frac{1}{v+3}T\{u_{0,xx}(x,t)\}\right\} = T^{-1}\left\{\frac{1}{v+3}T\{4e^{2x}e^{-3t}\}\right\} = 4e^{2x}T^{-1}\left\{\frac{v}{(v+3)^2}\right\} = 4te^{2x-3t} \]

\[ p^2: u_2(x,t) = T^{-1}\left\{\frac{1}{v+3}T\{u_{1,xx}(x,t)\}\right\} = T^{-1}\left\{\frac{1}{v+3}T\{16te^{2x}e^{-3t}\}\right\} = T^{-1}\left\{\frac{16e^{2x}}{(v+3)^3}\right\} \]

\[ = 8te^{2x-3t} = T^{-1}\left\{8e^{2x} + \frac{2lv}{(v+3)^2}\right\} \]

\[ p^3: u_3(x,t) = T^{-1}\left\{\frac{1}{v+3}T\{u_{2,xx}(x,t)\}\right\} = T^{-1}\left\{\frac{1}{v+3}T\{32e^{2x}t^2e^{-3t}\}\right\} = 32e^{2x}T^{-1}\left\{\frac{1}{v+3} + \frac{2lv}{(v+3)^3}\right\} \]

\[ = 32e^{2x}T^{-1}\left\{\frac{2lv}{(v+3)^2}\right\} = \frac{32}{3}e^{2x}T^{-1}\left\{\frac{3lv}{(v+3)^3}\right\} = \frac{32}{3}e^{2x-3t} \]

And so on, therefore the solution \( u(x, t) \) is given by:
Example 2

Consider nonlinear 2nd order autonomous Equation:

\[ u_t(x, t) = 5u_{xx}(x, t) + 2u(x, t) + u^2(x, t) \quad (26) \]

With the initial condition:

\[ u(x, 0) = \beta \]

where \( \beta \) is arbitrary constant. Taking the new transform on both sides of Equation (23) subject to the initial condition (24), we have:

\[ T[u_t(x, t)] = 5T[u_{xx}(x, t)] + 2T[u(x, t)] + T[u^2(x, t)] \quad (28) \]

\[ vT[u(x, t)] - vu(x, 0) = 5T[u_{xx}(x, t)] + 2T[u(x, t)] + T[u^2(x, t)] \quad (29) \]

\[ (v - 2)T[u(x, t)] = \frac{v\beta}{v - 2} + 5T[u_{xx}(x, t)] + T[u^2(x, t)] \quad (30) \]

\[ T[u(x, t)] = \frac{v\beta}{v - 2} + \frac{5}{v - 2}T[u_{xx}(x, t)] + \frac{1}{v - 2}T[u^2(x, t)] \quad (31) \]

Taking the inverse new transform on Equation (28), we obtain:

\[ u(x, t) = T^{-1}\left[ \frac{v\beta}{v - 2} + \frac{5}{v - 2}T[u_{xx}(x, t)] + \frac{1}{v - 2}T[u^2(x, t)] \right] \quad (32) \]

Now, applying the HPM, we get:

\[ \sum_{n=0}^{\infty} p^n u_n(x, t) = \beta e^{2t} + pT^{-1}\left( \frac{5}{v - 2}T[\sum_{n=0}^{\infty} p^n u_{xx}(x, t)] + \frac{1}{v - 2}T[\sum_{n=0}^{\infty} p^n H_n] \right) \quad (33) \]

Comparing the coefficients of like powers of \( p \), we have:

\[ p^0: u_0(x, t) = \beta e^{2t} \]

\[ p^1: u_1(x, t) = T^{-1}\left( \frac{5}{v - 2}T[u_0_{xx}(x, t)] + \frac{1}{v - 2}T[H_0(\beta)] \right) \]

\[ p^2: u_2(x, t) = T^{-1}\left( \frac{5}{v - 2}T[u_1_{xx}(x, t)] + \frac{1}{v - 2}T[H_1(u)] \right) \quad (34) \]

\[ p^3: u_3(x, t) = T^{-1}\left( \frac{5}{v - 2}T[u_2_{xx}(x, t)] + \frac{1}{v - 2}T[H_2(u)] \right) \]

Therefore the solution \( u(x, t) \) is given by:

\[ u(x, t) = e^{2t} (\beta + \frac{\beta^2}{2} e^{2t} (e^{2t} - 1) + \frac{\beta^3}{4} e^{2t} (e^{2t} - 1)^2 + \frac{\beta^4}{8} e^{2t} (e^{2t} - 1)^3 + \ldots) \]

\[ = \frac{2\beta e^{2t}}{2 + \beta(1-e^{2t})} \]

There is many research study the convergence of methods such [18-25], but here we introduce other manner illustrated in the following section.

6. The Convergence of the Solution

Now, we need to show the convergence of series form to the exact form as the following.
Lemma 1  If \( f \) be continues function then:

\[
\frac{\partial}{\partial t} \int_{0}^{t} f(t - \tau)d\tau = f(t)
\]

**Proof**
Suppose that:
\[
\int f(x)dx = F(x) + c
\]
Assume that \( x = t - \tau \) then \( dx = -d\tau \) then:
\[
\frac{\partial}{\partial t} \int_{0}^{t} f(t - \tau)d\tau = -\frac{\partial}{\partial t} \int_{0}^{t} f(x)dx = \frac{\partial}{\partial t} \int_{0}^{t} f(x)dx = \frac{\partial}{\partial t} [F(x)]_0^t = \frac{\partial}{\partial t} [F(t) - F(0)] = \frac{\partial}{\partial t} F(t) - \frac{\partial}{\partial t} F(0) = f(t)
\]
So, \( \frac{\partial}{\partial t} \int_{0}^{t} f(t - \tau)d\tau = f(t) \)

Lemma 2  Let \( \mathbb{T} \) is new transform. Then:
\[
\frac{\partial}{\partial t} \left( \mathbb{T}^{-1} \left\{ \frac{1}{u} \mathbb{T} \{f(x, t)\} \right\} \right) = f(x, t)
\]

**Proof**
Using property 2 and 3 of NT, and lemma (1), we have
\[
\frac{\partial}{\partial t} \left( \mathbb{T}^{-1} \left\{ \frac{1}{u} \mathbb{T} \{f(x, t)\} \right\} \right) = \frac{\partial}{\partial t} \left( \mathbb{T}^{-1} \left\{ \frac{1}{u} \mathbb{T} \{1\} \mathbb{T} \{f(x, t)\} \right\} \right) = \frac{\partial}{\partial t} \left( \mathbb{T}^{-1} \{1 \ast f(x, t)\} \right)
\]
\[
= \frac{\partial}{\partial t} (1 \ast f(x, t)) = \frac{\partial}{\partial t} \left( \int_{0}^{t} f(x, t - \tau)d\tau \right) = f(x, t)
\]

Theorem 1 (Convergence Theorem)
If the series form given in Equation (10) with \( p = 1 \), i.e.,
\[
u(x, t) = \sum_{n=0}^{\infty} u_n(x, t)
\]
is convergent. Then the limit point converges to the exact solution of Equation (3), where \( u_n \) \((n = 0, 1, \ldots)\) are calculated by NTHPM, i.e.,
\[
\begin{align*}
   u_0(x, t) + u_1(x, t) &= \mathbb{T}^{-1} \left\{ f + \frac{1}{\nu \alpha} \mathbb{T} \{-R[u_0]\} \right\} \\
   u_n(x, t) &= -\mathbb{T}^{-1} \left\{ \frac{1}{\nu \alpha} \mathbb{T}\{R[u_{n-1}]\} \right\}, n > 1
\end{align*}
\]

**Proof**
Suppose that Equation (32) converge to the limit point say as:
\[
w(x, t) = \sum_{n=0}^{\infty} u_n(x, t)
\]
Now, from right hand side of Equation (3) we have:
\[
u_t(x, t) = c u_{xx}(x, t) + c_1 u(x, t) - c_2 u^n(x, t)
\]
\[
\frac{\partial w}{\partial t} = \frac{\partial}{\partial t} \sum_{n=0}^{\infty} u_n(x, t) = \frac{\partial}{\partial t} \left[ u_0 + u_1 + \sum_{n=2}^{\infty} u_n(x, t) \right]
\]
\[
= \frac{\partial}{\partial t} \left[ \mathcal{T}^{-1} \left\{ f + \frac{1}{\nu} \mathcal{T} \left\{ -R[u_0] \right\} \right\} - \sum_{n=2}^{\infty} \mathcal{T}^{-1} \left\{ \frac{1}{\nu} \mathcal{T} \left\{ R[u_{n-1}] \right\} \right\} \right] = \frac{\partial f}{\partial t} - R[u_0] - \frac{\partial}{\partial t} \left( \sum_{n=2}^{\infty} \mathcal{T}^{-1} \left\{ \frac{1}{\nu} \mathcal{T} \left\{ R[u_{n-1}] \right\} \right\} \right)
\]

By lemma (2), Equation (35) becomes
\[
\frac{\partial w}{\partial t} = - \sum_{n=0}^{\infty} R[u_n] = - R \left[ \sum_{n=0}^{\infty} u_n \right] = - R w = c w_{xx} + c_1 w - c_2 w^n
\]

Then \(w(x, t)\) is satisfying Equation (3). So, its exact solution.

7. Conclusion

We employed the combination of new transform suggested by Luma and Alaa with HPM method to get a closed form solution of the 2nd order autonomous Equation PDE linear and nonlinear. The new method is free of unnecessary mathematical complexities. Although the problem considered has no exact solution, the accuracy, efficiency and reliability of the new method are guaranteed. The convergence of obtained solution to the exact solution by using NTHPM is proved.

This method provides an effective and efficient way of solving a wide range of non-linear PDEs. The advantage of this method is its capability of combining two powerful methods for obtaining exact solutions for non-linear PDEs. This research considers the effectiveness of the suggested method in solving non-linear 2nd order autonomous Equation
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