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Abstract

M anufacturing sy stems of the future foresee the use of intelligent vehicles, op timizing and
navigating. The navigational problem is an important and challenging problem in the field of
robotics. The robots often find themselves in a situation where they must find a trajectory to
another position in their environment, subject to constraints posed by obstacles and the
capabilities of the robot itself. On-line navigation is a set of algorithms that plans and executes

a trajectory at the same time.

The system adopted in this research searches for a robot collision-free trajectory in a
dynamic environment in which obstacles can move while the robot was moving toward the
target. So, the robot must operate in real-time such that the system reacts to unexpected
obstacles.

Genetic algorithms that have been used successfully in many search problems are used to
solve the on-line navigation problem with less computational cost. The system uses genetic
algorithm as a search method for an optimal trajectory.
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Introduction

Planning is an important asp ect of the effort to design robots that p erform their task with
some degree of flexibility and response to the outside world [1]. Navigational problems would
involve a workspace that captures all possible actions that could exist [2]. Hence, plans are
created by searching through the workspace of possible actions until the sequence necessary
to accomplish the task is discovered [1]. A successful action plan allows the robot to complete
the task without violating any physical constraints of the robot or task [3].

Many Al planning problems involve navigational planning In navigational planning
problem, a mobile robot has to identify the trajectories between a starting and a goal position
within its environment. The robot environment includes many obstacles (p ortions of the world
that are permanently occupied; for example, the walls of a building) and thus finding the
shortest trajectory without touching the obstacles in many cases is an extremely complex
problem [4].

The object of this paper is to identify the sequence of steps and type of processes
necessary to implement a navigational system using genetic algorithm that can generate
optimal or near-optimal trajectory according to a given workspace that does not make any
prior assumptions about feasible knot p oints. The rest of this paper is organized as follows:the
on-line navigational problem, the genetic algorithm process, the design of the system of
planning on-line trajectory using genetic algorithm including the representation of the
chromosome, and finally, the results of the system and some concluding remarks are given.
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On-Line Navigational Problem

Navigational planning is the science of directing the course of a mobile as it traverses the
environment and reaching a destination without gettinglost or crashing into any obstacles [5]
in the workspace. The requirement that the navigational planning must meet is finding quickly
an optimal trajectory due to some imposed criteria for the solution of the problem (which are
referred to as trajectory metrics). For example, trajectory length, evaluation of clearance
between the robot and obstacles, and others [6, 7].

The on-line navigational reacts in real-time to unforeseen obstacles such as human,
and it capable of changing the motion direction while the robot is moving and can adjust the
direction commanded by the planner based on sensing readings [8] where there is no prior
information about the environment which the robot is supported to travel the problem of
finding a trajectory between a start point and a target p oint.

The initial data are in this case only the coordinates of the two points or equivalently
the direction and distance to the target. The problem can be solved only if the robot is
equipped with some sensor system which can detect the obstacles around. Examples of such
sensors are: touch sensors, range finding sensors (based on triangulation or time of flight
techniques), or video cameras [9].

In on-line navigation, the robot can perform a sequence of actions with responding to
changes in its environment and would be able to detect and correct errors in its own plans as it
executes the navigation [1].

The task of on-line navigation is to navigate the robot to sub-goals generated by the
navigator while avoiding collisions with obstacles [8] and reacting to sensory data as quickly
as possible while driving towards a sub-goal.

Genetic Algorithm

Genetic algorithms (GAs) are stochastic search algorithms based on evolutionary and
biological processes that enable organisms to adapt more to their environment. They are being
successfully applied to problem in business, engineering and science [10]. GA works on a set
of possible solutions, which is called the population.

A GA encodes a potential solution to a specific problem on a chromosome-like data
structure and applies recombination operators to these structures in a manner that preserves
critical information. Reproduction opportunities are applied in such a way that those
chromosomes representing a better solution to the target problem are given more chances to
reproduce than chromosomes with poorer solutions. GA is a promising heuristic approach for
locating near-optimal solutions in large search spaces [11].

Typically, a GA is composed of two main components, which are problem dependent:
the encoding problem and the evaluation function. The encoding problem involves generating
an encoding scheme to represent the possible solutions to the optimization problem. In this
paper, a candidate solution (i.e., a chromosome) is encoded to represent a trajectory from the
start position to the goal position. The evaluation function measures the quality of a particular
solution. Each chromosome is associated with a fitness value, which in this case is the length
of the chromosome. For this paper, the smallest fitness value represents the better solution.

Chromosomes evolve through successive iterations, called generations. To create the
next generation, new chromosomes, called offspring are formed by (a) selecting
chromosomes to be merged (b) merging two chromosomes from the current population
together using a crossover operator and (c¢) modifying a chromosome using a mutation
operator.

Selection is the process of keeping and eliminating chromosomes in the population
based on their relative quality or fitness. There are several possible selection strategies. One of
them is Tournament selection which is adopted in this paper. In Tournament selection, s
chromosomes are taken at random, and the better chromosome is selected from them. The
winner of the tournament is the chromosome with the lowest fitness of the s tournament
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competitors, and the winner is inserted into mating pool. The mating pool, being filled
with tournament winners, has a lower average fitness than the average population fitness.

Crossover generates valid offspring by combining features of two parent
chromosomes. Chromosomes are combined together at a defined crossover rate, which is
defined as the ratio of the number of offspring produced in each generation to the population
size.

Mutation produces random changes in various chromosomes. Mutation serves the
critical role of either replacing the chromosomes lost from the population during the selection
process or introducingnew chromosomes that were not present in the initial population. The
mutation rate controls the rate at which new chromosomes are introduced into the population.

On-Line Navigational Problem Using Genetic Algorithm
The design of the System adopted here is based on On-line navigation. The general steps
of this sy stem and the details description of its steps are presented in the following:

Before applying genetic algorithm operations, the robot workspace must be translated
in a form that computer programs can deal with. So, two-dimensional array of grids is used
for representing the map of the workspace with a given start and goal points and obstacles are
represented by rectangular shapes.

Representation and Initialization

The first step in this navigational problem is to set up the initial population. For this
purpose, we have taken the sensor information into account and the coordinates obtained from
those sensors are used to set up the initial population. In this case, it is assured that all the
initial population are feasible, in the sense they are obstacle-free points and the straight line
trajectories between the starting and the selected next points are obstacle-free.

The chromosome representation is extremely simple due to that in one genetic
iteration, we plan the trajectory up to the selected next point. The data structure to represent
the chromosome consists of four fields (X; , Y;, X| ,and Yj). The first two fields (X;, Y;) are
the coordinates of the starting point and the second two fields (X, Y;) are the coordinates of
one of the 2D points, obtained from the sensor information. For example, the starting point is
(30,50), the robot sensing range=10, and the coordinates of some points sensed by the robot
are (40,40),(20,60),(40,60). Then, the chromosomes correspond to those point are formed as
(30,50,40,40), (30,50,20,60), and (30,50,40,60) respectively. All these chromosomes form the
initial population.

Checking the Feasibility

The process of evaluating the feasibility of the trajectory includes two aspects: (a)
checking that the trajectory does not fall on an obstacle. To do so, the system should check the
feasibility of each trajectory points. The system modifies Digital Differential Analyzer
(DDA) algorithm [13] to check each trajectory point if it is feasible or not (b) checking that it
is sufficient spaces between obstacles in the environment for the easy movement of the robot
through the trajectory (the space should be greater than the robot size).

If any trajectory point is on an obstacle or if there insufficient space between obstacles

around the trajectory then this trajectory is infeasible

Genetic Algorithm Operators

To create a sequence of populations that will contain the next points to the current point
as time goes on, the main genetic operators (Crossover, Mutation and Selection) are applied
iteratively on each population.
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The integer crossover operation is employed in this system. The crossover point
should be selected such that most of the offsprings generated in this process are feasible. The
crossover point is set between the third and the fourth integer for every chromosome [12].

After making crossover between all pairs of population, we will get the new
population. For this new population, we will find the feasibility, i.e.; they are reachable from
the starting point by the straight line or not. If the trajectory resulted from crossover operation
is not feasible, this trajectory will not store in the new population in order not to compete with
the other trajectories stored in the mating pool.

The next step of the algorithm is making the mutation. In this process a binary bit is
randomly selected on the bit stream of the sensor coordinates and alters that binary bit value,
such that the feasibility should not be lost for that chromosome.

Evaluation of Fitness Value

The next task is estimating the fitness of each chromosome of the total present p opulation
(both for the initial and new populations). Calculation of the fitness involves finding the sum
of the straight line distance from the starting point to the coordinate obtained from the sensor
information and the distance from the current p oint to the goal point.
The formula of fitness function is:

Fitness of chromosome (X;,Y3Xi1,Y;1)= 1/((Xj1 - X)7 + (Yj1 - Y + (Xg—Xj1)" + (Y= Yj1))

Where:
(X;,Y)) is the coordinate of the starting point,
(Xj1,Yj1) is the coordinate of the current point, and
(X4, Y,) is the coordinate of the goal point.

Evaluation of Best Fit Chromosome
After finding the fitness value of the chromosomes, we will evaluate the best
chromosome, i.e.; for which the fitness is the best. In this case, the best fit chromosome
represents the predicted shortest trajectory from the starting point to the goal.
In the first generation itself, we are getting a near-optimal intermediate point to move that
third and fourth integer field of the best fit chromosome that will become the next
intermediate point to move. Then, we update the starting point with this better point.

Termination Criteria

The whole process of the genetic algorithm, from setting up the initial population, is
repeated until the best fit chromosome will have its third and fourth field equal to the x- and
y-coordinates of the goal location.
The algorithm is formally presented below.

The Algorithm
{(xi,yi)=starting point; (X,,y ;)=goal point}
Add-trajectorylist (x;Y;)
Repeat
i) Intialization
- Get sensor information in all possible directions
Xi1,¥j1) 5 (%2.Y52) 5 - 5 (XnYjn)
- Form chromosomes like (x,y,%;,y;)
ii) Crossover
- Select crossover point on the third and the fourth fields of the chromosome.
- Allow crossover between all chromosomes and get new population as

(XY X 1,Yi1) > (XY 6X2,Yi2) » KoYiXi1-¥i1) » KuYiXi2 5¥i2 )-
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iif) Mutation
Select a mutation point in bit stream randomly and complement that bit position
for every chromosome.
iv) Selection
- Discard all chromosomes (X, Y;,X;,Y;) from population whose line segment
on obstacle region.
- For all chromosomes in population: find fitness using

Fitness(x,yi,X,yj) = 1/ (% - %)* + (v - y)* + e = %)* + (Yo~ ¥ )i

- Identify the best fit chromosome (X, i,Xof,Y bf);
- Add-trajectorylist (Xpr,Ybr)
=X = Xof 5 Yi=Yofs

End For,

Until (x;, = X)) and (y;=y,);
End.

Experimental Results

The system was run on many different cases. These cases are taken from different
perspectives: number and distribution of obstacles, size of obstacles, the value of robot
sensing range, number of experiments per a workspace, and robot size. As samples, the
figures -represented by casel, case2, and case3- show some of the cases of these experiments.
Each figure of each case shows the robot location after some generations while some
obstacles move randomly within the environment (i.e., in each case, the distribution of
obstacles will be changed form figure to another because of the movement of some obstacles).
In each case, the values of robot size (Rsize) in square grid unit, robot sensing range (SR) in
grid unit, and maximum number of generations at which the robot reaches to the goal
(M axGen) are given. The symbols "S", "G", and "R" refer to start position, goal position, and
the location of robot after some generations resp ectively.

Conclusions
From the previous results, we can conclude the following:

1- The system operates on entire free space and does not make any prior assumptions
about feasible knot p oint of the trajectory.

2- The system can deal with any moving obstacles while avoiding collisions with the
robot.

3- At each generation, the robot moves to a new position toward the goal.

4- As the robot ability of sensing the environment (sensing range) becomes bigger, the
trajectory points become less and consequently the time of reaching the goal becomes
less and vice versa.

5- At each iteration, the planner produces a trajectory which is based on the obstacle most
recently sensed positions and assumes that the obstacles are now fixed.

6- The system does not give an acceptable trajectory if the robot's environment contains a

very large number of obstacles and there is no sufficient space to move the robot
through it.
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