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Abstract

Image capturing in most still and motion digital cameras employs
a charge coupled device covered with a monolithic array of color filters
such that each pixel samples only one color band. Interpolation is
necessary to restore the missing color samples in the resulting mosaic,
this process referred to as demosaicking.

This paper gives an overview of demosaicking, presents few
methods proposed in the literature, and concludes with a quantitative
comparison of these methods for a set of images.

Introduction

Digital cameras have come a long way since their inception, and
became so popular that they are considered the number one tool for taking
images for mainstream consumers. However, in the split second it takes
the camera to render the image, a few processes take place. These include
color filter array interpolation, color calibration, anti-aliasing, infrared
rejection, and white-point correction. Interested reader is referred to (1).

Color images are usually represented by a combination of at least
three colors that are fairly representative of the gamut of the human visual
system (HVS). One such composition is red, green, and blue, which was
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chosen because it corresponds nicely to the HVS's three cone
types. Of course, they cannot cover the whole HVS gamut, l.e., they
cannot represent all the possible visible colors.

Obviously, to sample these three colors, the camera needs three
sensors; each having chromatic response that corresponds to one of the
colors. The problem with such design is that the cost is quite high due to
three main reasons; the cost of each sensor (1), the cost of the optical
elements that split the incoming light, and the cost of aligning these
elements properly. Although, this concept is used in professional high-
end cameras, an alternative that can bring digital cameras to mainstream
consumers is sought.

The solution is to use one sensor, but instead of sensing all the
colors in each pixels simultancously, only one color is sampled at one
pixel, This is achieved by covering the sensor with a mosaic-colored
mask, called color filter array (CFA). Thus, each pixel has its own
spectrally selective filter to peer through. Fig. (1) shows two of the
popular CFA patterns in use today (1). However, in the rest of this article,
the focus goes to the Bayer CFA (2) shown in Fig. (1.3).

The reasons for sampling the green channel twice as much in the
Bayer CFA (2) in Fig. (1.a) is due to the HVS higher luminance acuity
compared to its chromatic acuity (3}, which is better represented by the
green channel since the luminance response curve of the eye peaks at
around the frequency of the green light {(around 550nm) (4).

Clearly, a CFA-sampled image is useless and each pixel’s missing
colors need to be recover; a process referred to as demosaicking. It is the
topic of this article to discuss a few demosaicking methods for the Bayer
CFA and compare them over a set of images. A brief literature survey is
given next, which 15 followed by the different selected methods, together
with their details and implementation nuisances. Then, results are given
together with discussions before concluding the article.

A Brief Literature Survey

Due to the importance of this topic, a good deal of literature was
devoted to it and plenitude of methods were devised. However, these
methods can be grouped into main three categories, depending on how the
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demosaicking process is viewed; interpolation-based, image-
reconstruction-based, and image-formation-based demosaicking (5).

In interpolation-based demosaicking, demosaicking is viewed as
an interpolation problem. The solution vary widely from mathematical
interpolation such as the one in method 1 to heuristic-based that attempts
to utilize the HVS and the correlation between the different color
channels such as the ones in methods 3-5.

In image-reconstruction-based demosaicking, image
demosaicking i1s viewed as a reconstruction problem that attempts to
utilize assumptions about the inter-channel correlation or the prior
knowledge about the image in solving the problem mathematically (5)
such as the one is method 6.

In image-formation-based demosaicking, image demosaicking is
viewed as an inverse problem of the image formation process. These
methods formulates a model that takes into account the transformations
performed by the color filters, lens distortions, and sensor noise and
determine the most likely output image given the measured CFA image
(5). One such method 1s given by (6).

The Demosaicking Methods
This method presents the six different demosaicking methods,
which are the focus of this paper.

Bilinear Demosaicking (BD)

Demosaicking through linear interpolation is probably one of the
simplest demosaicking methods. For every color channel, the value at the
missing pixels is found by taking the average of the nearby pixels of the
same color. Thus, referring to Fig. (1.a), the interpolation for the missing
red samples at pixels R43, R44, and R54 are given by:

Ra3= F33+R33  pag— RII+RIS+RSI4RSS  Roq = RIJHRSS
] 4 b 2
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A similar procedure can be followed for the blue color. However,
for green color, the interpolation 1s slightly different since there are more
samples. The missing green sample at pixel G44 is found by:

Gdd = G34+GA3+GC45+Go4 (2]

4

The implementation of bilinear interpolation is straight forward,
and can be done in integer arithmetic; however, care should be taken not
to cause an overflow during the arithmetic. Demosaicking through linear
interpolation smooths edges due to its band-limiting nature, introducing
some color infringes around the edges as shown in method 2, which are
referred to as the zipper effect (4)(7). It also useless from any correlation
between the different colors.

Edge-Directed Bilinear Demosaicking (EDBD)

In this algorithm, the interpolation of the green channel depends
on the neighborhood. Where as, the blue and red channels are bilinearly
interpolated simzilar to method 1. The decision of choosing the vertical or
the horizontal pixels to interpolate a missing green pixel depends on the
difference in their values that is the direction along the smaller difference
is chosen to avoid interpolation across the edges and only interpolating
along the edges (5).

Referring to Fig. (1.a), the differences along the horizontal and
vertical directions are first calculated by a = |G43 — G45| and [ = |G34 —
G54/, then based on these values, G44 is found from (5)

G43;—G45 H{B
Gd4 = (}34—:654 '1:"[3
3]
G34+GA3 + G445+ G54 = B

4

116




IBN AL- HAITHAM J. FOR PURE & APPL. 8CI VOL.21 (1) 2008

Implementation wise, it is similar to the bilinear interpolation and
the interpolated image also suffers from smoothing around the edges.
However, it does not suffer from the zipper effect.

Constant Hue-Based Demosaicking (CHBD)

This method was proposed by Cok (8) and it is one of the first few
methods used in digital cameras (4). It is based on the concept that the
hue changes gradually and that there are no sudden changes in it except
over the edges.

There are two steps in this method; in the first step, the luminance
is bilinearly interpolated, and in the second, the hue (R/G and B/G) is
interpolated, that is, the ratios of the colors to the green color, It should be
noted that this definition is not correct for the hue, but it is valid for this
method only (4). Referring to Fig. (1.a), R44 is found from

R33 R35 R53 RSS
- +

+
R44 = Gd4 « G33 G35 G53 G55
4

Where the bold font indicates the interpolated value (5). A similar
procedure is followed for the missing blue color.

This method has an advantage over the bilinear interpolation
because it makes use of the luminance channel in interpolating the
chrominance channel, that is, it utilizes the relation between the different
channels.

Implementation wise, the second step requires care to avoid
division by zero when the green channel is zero, therefore, in the included
implementation, whenever a zero green is encountered, bilinear
interpolation is used for that particular sample. Also, the implementation
uses floating-point arithmetic and limits the range to [0, 255] since

overflow might occur.,
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Gradient-Based Demosaicking (GBD)

This method was proposed by Laroche and Prescott (9) and it is in
use in the KodakTM DCS200 digital camera (4). It involves two steps; in
the first step, the luminance (green) channel is interpolated, and in the
second step the differences between the interpolated luminance channel
and the chrominance channels (green minus red and green minus blue)
are interpolated. These difference are used to reconstruct the chrominance
channels (4).

To find the green value at G44 in Fig. (1.a), a decision need to be
made whether the horizontal, the vertical, or both directions are to be
used. This depends on the horizontal and vertical gradients, which are
called the classifiers, and are defined by a = |(B42 + B46)/2 — B44| and [
= |(B24 + B64)/2 — B44|. Then, G44 is given by Equation 3. For
estimating G33, a similar concept is followed, but instead of using the
blue samples, the red samples are used for the classtfiers.

Once the luminance i1s determined, the chrominance values are
interpolated from the differences between the color (red and blue) and the
luminance (green) signal. This is given by:

(R33—G33) +(RI5 - G35)

R34 = 3 +(G34
5]
R43 = (R33-G33) ;— (R53 -G53) +G43
[6]
R44 = (R33—G33]+[RSS—GE:S}:{R-SE—G53]+{R55-G55}+G44[?]

where the bold font indicates the interpolated value (5).

Interpolating color differences and adding the green component
has the advantage of maintaining both the color information and the
luminance information at the same time. Thus, this method makes use of
the fact that the HVS is more sensitive to luminance changes. This gives
an obvious advantage since it utilizes to some extent the relation between
the different color planes.
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Implementation wise, the first step 1s simtlar to the bilinear
interpolation, however, in the second step special care should be given
not to overflow or underflow the range, that is, have a value more than
255 or less than 0. The implementation uses floating-point arithmetic and
limits the range to [0, 253].

Adaptive Color Plane Demosaicking (ACPD)

This method is proposed by Hamilton and Adams (10). The
method is a modification of the gradient-based interpolation of method 4
and it also involves two steps. In the first step classifiers are modified to
include the second order derivative of the chrominance as well as the first
order derivative of the luminance, hence, the classifiers are defined by ¢ =
B44 —B42 +Bd4 -B46]+G43 —(G45) and [ = B44 -B24 +B44
—B64{+G34 —G34|.

These second order derivatives are then appropriately scaled and
used in the interpolation of the luminance (green) color, as given by:

G43 + (545 i 844 — B42 + B44 - B46

2 2
o< B
Cag= ) G34+G54  Bd4- B2+ B4 - B64
2 2
a>p [8]

G34+G43 + G445+ GH4 P Bd44 - B24 + B44 — B42 + B44 - B46+ B44 — B64
4 8

a=p

For estimating (G33, a similar concept can be followed, but instead
of using the blue samples, the red samples are used.

Once the luminance channel is interpolated, the second step of
interpolating the chrominance channels can start. This step also utilizes
the second order derivative in interpolation. So, referring to Fig. (1.a), for
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the chromatic missing pixels B43 and B54 which has horizontally
and vertically adjacent pixels, respectively, the interpolation can be found
from

B42 + B44 . G43 -G42+G43-6G44
2

B43 =

[9]
B54 =

B64 + B44 . G54 - G644+ G54 -G44
2

..[10]

where the bold font indicates interpolated values. Estimating such
red pixels follow the same concept. However, for pixel which has only
diagonally adjacent pixels such as B33, a concept similar to estimating
the luminance channel is employed, that is, by first calculating classifiers
from a = [G53 —G44 +G53 —-G62| + |[B44 — B62| and = |G33 —G42
+(G53 —G64| + |B42 — B64| and then based on these classifiers, B33 is
found from:

B44 + B62 " G533 -G44 + G53 - G62

2 2
a<f
6 —~ {42 53 -God
ps3— A2+ B6t GS3-G ;GS G
a>f....[11]
B42 + B44 + B62 + B64 & G33—0CA2+G53—G44 + GA3—-G62+ G533 -G64
4 4
a=f

where the bold font indicates interpolated values.

Theoretically, this method should give better interpolation
compared to the earlier two since it employs both second order derivative
and edge-directed interpolation and it better utilizes the relation between
the different color channels.

Implementation wise, special care should be given not to overflow
or underflow the range, that is, have a value more than 255 or less than 0.
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The implementation uses floating-point arithmetic and limits the
range to [0, 255].

Alternating Projections Demosaicking (APD)

This is the most complicated method discussed in this article and
it is proposed in (11). This method tries to make use of the high
correlation between the color channels in the high frequency band.
[nterested reader is advised to read (11) as many of the details are omitted
here.

This method is also composed of two steps. In the first step, the
ljuminance (green) channel is interpolated as tollows:

i) Use either bilinear or edge-directed bilinear interpolation to get an
initial estimate.

ii) Use the observed blue samples, such as 844 in Fig. (1.a), to form
a down-sampled version of the blue channel.

iii) Use the interpolated green samples, such as G44 in Fig. (l.a), at
the corresponding blue samples to form a down-sampled version
of the green channel.

iv) Filter the down-sampled green channel to get the LL subband as
shown in Fig. (2).

v) Filter the down-sampled blue channel to get the LA, HL, HH
subbands as shown in Fig. (2).

vi) Reconstruct the down-sampled green channel using the LL
subband from the green channel and the LH, HL, HH subbands
from the blue channel as shown in Fig. (3).

vii)Insert these pixels in their corresponding locations in the initial
green estimate.

viii) Repeat the same procedure for the green pixels at the red
samples, such as G33 in Fig. (1.a).

Note that H0(z) and HI(z) are the low-pass and high-pass analysis
filters, respectively, and that GO(z) and Gi(z) are the low-pass and high-
pass synthesis filters, respectively. These filter together constitute a
perfect reconstruction bank, which follows the condition:
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HO2)GO(2) + HIGIEZ) =1 ........ [12]

Also, z1 and z2 are the z-transform along the horizontal and
vertical directions, respectively.

The second step is an iterative process, which the papers proves to
converge since it is defined over a convex set, involves reconstructing the
chromatic channel (blue and red) using two steps: the details projection
step and the observation projection step.

In the details projection step, the blue and green channels are
decomposed into their subbands. Then, the LL subband of the blue
channel is used together with the LH, HL, and HH of the green channel to
recanstruct the blue channel. In the observation projectien step, all the
observed samples from the blue channel are inserted back into the blue
channel. The same procedure is followed for the red channel.

Theoretically, this method should give the best results since it
makes use of the correlation between the colors and iterates on a convex
set to reduce the error.

Implementation wise, floating point arithmetic was used for the
analysis and the synthesis steps besides the special care that was given so
that no overflow or underflow would occur. The implementation limits
the range to [0, 255]. Also, five iterations were used as recommended by
the paper.

Results and Discussions

This method introduces the metrics used for estimating the quality
of the demosaicking method, followed by experimental results, which are
discussed in the final part of this method.

Quality Metrics

The mean squared error (MSE) is one of the commonly used
performance measures in image and signal processing. For a black and
white image of size N XM it can be defined as:
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=

—] A |

Msazﬁ Dé{x[n,m]—i[ﬂ,mhz ...... [13)

.|
Il
=

Where x[n , m] is the original image and "x[n , m] s the
reconstructed image. However for color images, the MSE can be
calculated separately for each color component and the average MSE,
also called the color mean squared error (CMSE) (3), is defined as:

Average MSE = Mokl+ M o0 D vone| 14]

3

Where MSER, MSEG, and MSEB stands for the MSE for the red
component, green component, and blue component, respectively.

Results

All the implementation details that were highlighted in the various
demosaicking methods were implemented. For the alternating projections
demosaiking (method 6), the filters in Fig. (2) and Fig. (3) were A0 =[] 2
1/4, 1 =]1-21)/4,g0=1-1262-1)/8, and gl =[1 262 1]/8.

To test the various algorithms, a set of 4 images was selected,
which is shown in Fig. (4). The Bayer CFA is simulated by sampling the
images according to Fig. (1.a). Then, the images are demosaicked and
compared with the original image using the earlier introduced metrics. An
enlarged portion of these images in Fig. (4), after demosaicking are
shown in Fig.(5)-(8) to provide visual comparisons for the various
algorithms. Where as, a quantitative comparison of the various algorithms
are given in Table 1.

Discussions
All the algorithms produce artifacts, which are not that obvious 10
the non-observant eyes. BD produces the most noticeable zipper effect as
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can be clearly seen in the baboon facial hair in Fig. (5.b) and on
the fence in Fig. (8.b).

Obvicus artifacts can also be seen in Fig. (5.b)- (5.1}, (7.b)-(7.1),
(8.b)-(8.g). Artifacts are not so obvious in Fig. (6.b)- (6.g) since the image
is composed of relatively smooth with slowly varying regions.

The baboon Fig (4.a) is very challenging due to its rich color
texture, which results in relatively poor performance for all the
demosaicking algorithms as indicated by Tablel. Also, the fence part of
the lighthouse is not easy to interpolate since it 1s made up of high
frequencies and suffers from color aliasing when sampled with Bayer
CFA.

In general, it can be seen that the APD gives the best results
visually and quantitatively, however, it is probably the least suitable for
implementation on cameras due to high memory and computational
powers required.

Among the algorithms, it can be noticed that both the GBD and
the CHBD implement the same algorithm but the former implements it
directly and the latier applies it in the logarithmic domain.

For implementation concerns, the reader is referred to the
individual methods as the end of each explains the issues faced In
implementing them.

From the complexity point of view, the algorithms are arranged in
ascending order of complexity as follows: BD and EDBD is the simplest,
GBD since it involves slightly more arithmetic, ACPD since there are
even more additions and subtractions, CHBD since it invelves divisions
and multiplications, and finally APD since it involves plenty of arithmetic
in filtering.

Conclusions

Bayer CFA is one of the fundamental steps in image generation of
consumer digital cameras., Many methods have been proposed in
literature and many more will be devised in the coming years. These
methods vary in their motivation and performance.

Six methods have been studied and compared in this article, and
their implementation details have been highlighted. Among them, the
alternating projections demosaicking is probably the best method in terms
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of its performance, where as the bilinear demosaicking is the
simplest. Some demosaiking algorithms produce color artifacts including
zipper effects, which might be a deciding factor in ruling them out.
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Table( 1); Mean squared error comparison of different

demosaicking methods

Image

Mean squared error for the different demosaicking methods

126

No Channel 5 = - — —
Lo " | Method | | Method 2 | Method 3 | Methed 4 ' Method 5 | Method 6 |
Red 11742 | 31742 | 32597 | 25022 . 289.50 | 22447
I Green 17878 | 21201 | 17878 ' 17540 | 2121 121.83
Blue 18347 | 38347 | 30682 27789 | 32329 24276 |
Average | 29322 | 30433 | 27052 | 23451 | 27487 | 19635
Red 42.71 42,71 140.72 17.27 18.67 18.23
2 Green 18.86 1554 18.86 1324 15.54 11.00
Blue 46.32 46.32 82 97 13,62 25.36 24,006
Average 35.96 34.86 80.35 18.04 19.80 17.77
"Red | 2147 | 2147 19127 | 24.07 2578 | 3185 |
3 Green 19.56 15.8] 19.56 17.19 19.81 18.77
Blue 5571 55.71 11407 | 4027 . 4409 37.71
Average | 3225 | 3233 | 10833 37.17 29,9 29.44
" Red 4234 | 4234 78.76 23.16 2761 14.17
4 Green 18.29 | 20.09 18.29 16.03 200,09 529
Blue 39,62 39.62 24.33 1.1 23,04 8.0
Average | 3341 34.02 40,46 19.10 23.58 916
 Red 6856 | 68356 | 35989 39,04 46.06 316 83
5 Green 15.79 1731 15.79 13.17 17.31 12.11 !
Blue 51.45 51.45 39,23 25.32 3141 23.41
Average 4527 45.78 38.30 25.84 3159 Z4.11
Red 26285 26285 | 22395 | 27.50 2152 | 6.76
6 Green 10566 | 4080 105.66 | 4023 40.80 4.01
Biue 29723 | 20723 | 188.14  29.94 21.08 6.92
| Average 221.91 200.29 1 72.58 32.56 27.80 5.90
i " Red 17.50 | 17.50 15.73 9.19 1131 11.51
7 | Green 6,84 7,57 6.84 5.41 7.57 7.83
Bl 28,80 28.80 26,38 16.83 1%.14 19.99
' Average 17.71 17.96 16.32 10.48 12.34 13.11
Red 14008 14008  62.73 24.13 36,51 14,52
8 Green 4499 | 3086 44.99 2041 3086 6.43
Blue 135.52 | 13552 | 8043 23.63 36,13 12.48
Average | 10686 | 10215 6272 | 2306 | 3450 | 1li4 |
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Fig. (1) A region of (a) Bayer color filter array (2}, (b)
Another popular color filter array(CMYG). R
stands for red, G for green, B for blue, C for cyan,
M for magenta, and Y for yellow (1).
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Fig. (2) Decomposing a channel inte its subbands (also e¢alled
analysis).
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Fig, (4) Images used 1n testing. (These unages are referred to as Imagel to Imaged in
the paper, enumerated from left-to-right, and top-to-bottom)

———
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Fig. (5) A comparison of the methods visual quality for Image | (a) Original. (b)
Method 1. {c) Method 2. {d) Method 3 (e)Method 4. (1) Method 5 (g) Method 6
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Fig. (6) A comparison of the
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Fig. (7) A comparison of the methods visual quality for Image 6. (a) Original. {b)
Method 1 (c) Method 2 (d) Method 3 (e)Method 4 () Method 5 (g) Method 6
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