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Abstract

This article considers a shrunken estimator of Al-Hermyari and
Al-Goburi (1) to estimate the mean (8) of a normal distribution N(0,
o”) with known variance (Gl). when a guess value (8:) is available
about the mean (6) as an initial estimate. This estimator is shown to be
more efficient than the classical estimators especially when 8 is close

to 8., General expressions for bias and MSE of considered estimator
are given, with some examples. Numerical results, comparisons and
conclusions are reported.

Introduction

Let X be a random variable that has a normal distribution N(8, o)
when 0 is an unknown parameter and o is a known parameter, and
when a prior information (8:) available about the mean based on any
one of the following reasons (2)
e.g.:
(1) we believe B¢ is close to the true value &, or
(i) we fear that 8- may be near the true of &,
1.e, Something bad happens if 8 = 8-, and we do not know about it,

In such a situation it is natural to start with the MLE (&) of ()
and modify it by moving 1t closer to 8- so that the resulting estimator,
though perhaps biased has a smaller mean squared error (MSE) than

that of @ in some interval around 6-.
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Several authors studied shrunken estimators for the mean (&) of a
normal distribution (see, e.g. Thompson(2.3), Mehta and Srinivasan
(4), Kambo, Handa and Al-Hemyari (5) and others).

In this paper we have studied a shrunken estimator for the mean
(&) of a normal distribution N(8, -:::2) with known o, which has the
following form:

f w(é)(ﬁ—é’ﬂ)+ﬂﬂ If 6 <R,

/5: 3 (l—r;ffé)}(é—é?u)+9ﬂ JIf 6 eR,

where 0< gf{é} <1 1s a shrinkage weight function that may be

constant or a function of &, and R be a suitable region of & depending
on & (e.g. pre test region).
General expressions for the bias and Mean squared error of

considered estimator (& } defined in [1] are given for any shrinkage
weight function'¥(. ) and for any region R. Examples of ¥(. ), R and
numerical results are given and compared with known estimators.

Expressions for Bias and Mean Squared Error of

Estimator ¢
General expressions for bias and MSE of a shrunken estimator

g i

¢ for any shrinkage weight function ‘¥(. ) and any region R can be
expressed as:

B(G16,R)=1 j(;zwiﬁ} ~ 1)@ —6,)+ j[{l NG - 8,14 (8, — DN (G10YdD.q....... [2]
.1 =

MSE( 8 /6. R) = { [[(2w(0)~1X0 - 8,)* +2(8, - 6)(2y(8) - 16 - 6,)] +

[la—w(@)(8—6,)" + 28, — N1 ~ B WE—8,) + (8, - ) 1S (B/)d........cco00ee.[3]

where f(8/6)isa p.d. £ of &
Shrunken Estimators &, and &,
In this section we assumed two types of shrunken estimator

(@“ ) defined 1n [1] by taken two different shrinkage weight function
‘(. ) to estimate the mean (&) of a normal distribution N( &, o )
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with known variance, and we assumed the pre- test region R of
level of significance «, such that;

R:{éné) €l U 11 i [4]

where L.o» and Uun are the lower and upper 100(a/2) percentile
points of the test statistic T used for testing Ho:0 =8¢ against

H,.0+8,

Let us take (é) =Jw/c as a first type, where
w=n(i-0) /o, c= Z,.» and y, (é) = g/ b as the second, where
a and b are natural numbers such that (a <b).

Now, the shrunken estimators 51 andg‘z, using [1], are
respectively given by:

—~ ﬂ(f—fﬁﬂ)dﬂn y W ¥el
g, =1 ¢ . [5]
and, | ('-E(f—ﬁtﬂﬁ. , i Xe&R.
(i
a(X-60.)b6+8 . ifXeR,
g 2 (I-alb}X-8.)+6,, ifXeR, ..[6]

By using equation [2], the expressions for bias of gl and 52
are respectively given as follows:-

BB, /6, R) = (0 I Nm){(2/ ) (&, u) — 247, (€, u)

- ﬁlzjo(f, i)] —[.I] (¢,u) —AJ (6, u)]+ (1 + )szfc} ..........
and,
B(8, 16, R) = (o /N m){{(2a b - 1)J (f.0) - AT, (£, )] + (@l B)A} }...

L

Using equation [3], the expressions for MSE of Qlandg’z are
respectively given by:-
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MSE(G, /6, R) = (o I {4 LM, (6u) = 200, (£ ) + AEJG{E,H}]

+ ZH[J1 (£o10) — ,-UG{E,H}]

(21N () =32y (0,0)+ 322 (b, 0) - P (fu)]

F[+ (34 64% 4 A 1?2230+ Byle+ (240630 + 2 O]

and,

MSE®, /8,R)=(c* /m{Qal b= y(ta) = 22156+ (1= al B2 +(ad/B)2}...[10]
It is possible, for example to take b=1 and find the value of (a)

by minimizing the MSE( 53 /@) with respect to a; therefore the value

of (a) is as:

MSE(X 1 8)- (8, —0)B(X /8)—- J'[{..?fmf +(8, -0Y 1/ (X! 8)dt

=

MSE(X10)-2(6,-)B(X 18)+(8, -~ e [

by simple calculation,
1T (By) + A2 J g (£.10)

3
14+ A7

{1 =
where:
,1:\/5(90—9);5, P=A-c¢, u=d+c, z=vn(x-0)/c

aned
H_r 2
Jp(fow)=|Z" exp(—Z“/2)dz,r =012,  crrerrernrn, .[1 3]
4

Conclusons and Numerical Results
In this section some conclusions and numerical results

concerning &, and @, will be presented as follows:

(I)MSE(E’I- /6,R) is an even function of A, where

A=n@, - /o, for i=12.
(2) LimMSE(Q, /8,R)=0, then &, (i=1,2) are consistent
gstimators.

(3) The bias, mean squared error. and relative efficiency
[R.Eff = MSE(6)! MSE(8 )]of estimators 8, (i=1,2) with
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region (R) were compuled for different values of A which is
involved In these estimators, The {ollowing results based on
these computations:-
(1) Numerical computations are performed by takena =0.002,
~0.01,0.02,0.05,0.08, ...and A=0.0(0.1) 2.0.
(i1) In tables (1) and (2), some sample values of R. efficiency

=

. _ . . o
relative to Xand bias ratio — B(8, /§) (shown in
o2
parenthesis) of g’i (1=1,2) with A are given for some selected
values of &, It was observed that generally R. Eff (& i)
increases as o decreases and decreases as } increases;

Therefore, for each «, the estimators @ , (i= 1,2) have higher

relative efficiency when 4 =0. The relative efficiency of g 2
increased with the increasing of b for each & and 4.

(4) The considered estimators £ (i= 1.2) have higher relative
efficiency than the classical estimator and than the known
estimators which are considered by Thompson{1), Mehta and
Srinivasan(4) and Hirano(6).
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