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Abstract

Magnetic Resonance Imaging (MRI) is one of the most
important diagnostic tool. There are many methods to segment the
tumor of human brain. One of these, the conventional method that
uses pure image processing techniques that are not preferred because
they need human interaction for accurate segmentation, But
unsupervised methods do not require any human interference and can
segment the brain with high precision. In this project, the
unsupervised classification methods have been used in order to detect
the tumor disease from MRI images. These methods involved K-
mean or Isodat, which were based on the digital value distribution.
The results show the classification process was a powerful tool to
identify the Tumor disease from MRI images. All results were
evaluated by using the ENVI Version 3.2 facility.

Introduction

The Magnetic Resonance Imaging (MRI) uses magnetization and
radio waves, rather than x — rays to make very detailed, cross —
sectional images of the brain, segmented brain images are used to
visualize a volume and quantitatively analyze anatomical functional
and cortical structures. Segmented brain tissues provide an anatomical
frame work for functional visualization which has a potential use in
neuroscience research and neurosurgical planning owing to advances
in functional MRI (FMRI), (1) Moreover, segmented brain images are
widely used in cortical surface mapping, volume measurement, tissue
classification and differentiation, functional and more physiological
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adaptation assessment and the characterization of neurological
disorders such as multiple sclerosis and stroke. MRI brain
segmentation has played a critical role in these technical
advancements, (2) A clear image is of a vital importance in medical
diagnosis, for this reason an extensive image processing programs
were already introduced in (MRI) machines.
Many automatic segmentation methods for medical images have been
developed and they all have very good performance, (3, 4) the goal of
the automatic system is to make diagnosis quick and effective.
However, some of the automatic systems still require human judgment

(3)

Digital Image processing

Digital image
Digital image can be described as a combination of discrete

number (DN), arranged in matrix form (columns and rows), each
(DN) called “pixel” when displayed on screen it is associated with
“brightness” of a relatively small area within a scene. Mathematically
a digital image can be represented as a function of two variables f (x,
y). where f, denoted the value of (DN) in that position (x, y). The
minimum (DN) value means no energy is reflected or emitted from
the object, while maximum value “often (255) for 8-bit” image
indicates the saturation energy received from the object, (5)
Segmentation

The segmentation process can be divided into three major steps,
(6)Pixel classification: In this step. pixels are classified into a certain
number of classes. In general, the number of classes is equal to the
pixel number of tissue in the brain, so that there exists a one — to — one
correspondence between the classes and the tissues.

A- Correction: In this step, we remove any misclassification
whichis caused due to its homogeneities of the radio frequency
and magnetic field, imaging noise, etc. nxn majority filters.

B- Tissue labeling: During this step, a class of pixels assigned a
unique tissue name. This is donedy using a prior knowledge
about density tissue relationship, (7)

Classification
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Image analysis and automatic recognition of image’s patterns by
computer may greatly depend on the results obtained by implementing
a certain classification method (8) The classification process,
however, depends on the spectral characteristics of image objects and

features presented in various bands of the images.

In the literature, image classification methods are categorized into two
types; i.e. “Supervised and Unsupervised”. Supervised classification
involves a considerable amount of input from the analyst and
knowledge of the types of surface that found in the study area. On the
other hand, the unsupervised classification method groups image
small areas (i.e. pixels) into clusters based on the distribution of the
gray tones within the image (9) The unsupervised methods are more
preferable for classifying images (8) Initially the operator projects the
image to be classified onto the display monitor and outlines sample of
training areas for each surface class, usually referred as “Region Of
Interest (ROD)”. These “ROI™ are, then, used to provide the
classification program with typical examples of each kind of sample to
be used in the classification. In fact, the computer program generates
statistical parameters from these “ROI” and compares the digital
numbers of every pixel within the image with these statistical
parameters, If the distribution values of image points, surrounded a
certain pixel, falls within a predefined ROI, the pixel is assumed to
belong to the same surface class. In fact, selecting the regions of
interest is not, always, an easy task, It may require to perform a
survey, or utilizing available texture images

K-Mean Classifier: Also called Isodata unsupervised classification.
which calculates class means evenly distributed in the data space and
then iteratively clusters the remaining pixels using minimum distance
techniques. Each iteration recalculates means and reclassifies pixels
with respect to the new means. Iterative class splitting, merging, and
deleting which are done are based on input threshold parameters. All
pixels are classified into the nearest class unless a standard deviation
or distance threshold is specified, in such a case some pixels may be
unclassified if they do not meet the selected criteria. This process
continues until the number of pixels in each class is changed by less
than the selected pixel change threshold or the maximum number of
iterations is reached. For the details see, (10).

4 Classification Results And Conclusion

19




IBN AL- HAITHAM J. FOR PURE & APPL. SCI VOL.21 (4) 2008

Many tumor images have been tested which were produced from MRI
(Magnetic Resonance Imaging) devices. The unsupervised
classification methods are powerful tools to identify the tumor brain
due to the spectral statistical analysis. The class number thresholds
was S-classes, i.e. no brain tumor can be detected under this class
number because of the noise effect in the Magnetic Resonance Image.
The classification quality can be improved as the number of class
increases, this notation is correct only in the unsupervised
classification methods. We have used the unsupervised method to
process medical images. However as we are not Radiologist we can
not assess the value of the image improvement in diagnosis. Figure -1
shows the results of unsupervised classification, These results are
given in table 1.

Two main unsupervised classification algorithms were used (K-Mean,
& Isodat). The results show that no main differences between them
because, these methods depend on images spectral range statistical
parameters. All results were evaluated dy using the ENVI Version 3.2
facilities, (ENvironmental Visualize Image), (11). As a Conclusion, 1.
the Magnetic Resonance Image results can be improved with image
processing techniques such as the selection of classification used in
this work. 2. the unsupervised classification is more suitable
supervised due to the generalization of the first one.,
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Table 1; The Resultant Image Information

Figure No. Description

A K-mean, 7 classes, thresholds 5, image]l

K-mean, 7 classes, thresholds 5, image?2

[sodata, 7 classes, threshold 5, image2

Isodata, 8 classes, threshold 5, image3

K-Mean, 6 classes, threshold 5, image4

= E 2 O =

K-Mean, 6 classes, threshold 5, image3
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D E F
Fig.( 1): The Unsupervised Classification Results
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