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Abstract

This paper is an attempt to help the manager of a manufactory to
plan for the next year by a scientific approach, to maximize the profit
and provide optimal monthly quantities of production, inventory,
work-force, prices and sales. The computer programming helps us to
execute that huge number of calculations.

Introduction

Holt, Modigliani, Muth and Simon (H.M.M.S.) developed a
dynamic model to plan aggregate control of production, inventory and
work-force which fully reported in their text (1). It was developed
under the assumption that the receipt of orders would be erratic and
fluctuating and it would therefore need to eradicate any excessive
movements in the rates of production, inventory and work-force, in
order to cut down the costs of running a manufactory in mathematical
terms and, to that end, H.M.M.S subdivided the total cost as follows:
a. Regular payroll costs = ¢, W, + ¢13.
b. Hiring and Layoff costs = co(W,— W,_| —¢11)”
¢. Over time and Idle time costs = ¢; (P, — ¢4 W0 + ¢sP, — cs Wi+ ¢p2

PW;.

d. Inventory related costs = ¢; [I; — (cg + c9 Sp)]°.

The total cost function to be minimized was obtained as the sum of the
foregoing components of cost added for values of t fromt=11tot =
T represented the planning horizon involved in any particular
application.
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T

C,= Z fertWe+ epat (Wi — Wi — 1) +¢3 (Pe— ¢4 W +csPy -
=1

Cce Wi +
cia PWe+ 7 [Ii— (cg + co SO } ...[1.1]

the function 1.1 subject to the following restriction
It = It—[ o+ P[ w7 St .[1.2]

where

Py = production rate required in period t.

I; = level of inventory at the end of period t.

Wi = level of work-force required during period t.

St = Oy shipment in month t must equal the order level for that month.
¢1 to ¢13 numerical constants which must be evaluated from historical
costs in any particular application.

To minimize the quadratic function above by differentiate it with
respect to the independent decision variables yield to obtain a linear
decision rules,

oC

— = +2(Wr =W, _ | — ¢qy) — 2¢3(Wre1 — Wy = ¢11) — 2c3c4(P; —
oW

c-4W,) =Lt CIZPr

ie.
ac,
= 01—+ 2¢2 (AW, 1= ¢11) — 2¢2 (AW, —¢11) = 2¢3 ¢4 (P — ¢4
oW,
Wf) iz Pr=0
veikded)
forr=1. 2, uT«1.
where
AW, = Wi — Wr

oW, |1 ift=r+l
dW. |0 otherwise

aw,_{l if t=1

d Wr_ 10 otherwise
Solving equation 1.3 for P, we abtain:
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Pe=—2 —cis A2 W, + Cie Wi
=10 —C15 Wi +co3 Wi—c15s Wi ...[1.4]

Wrt=1.20.T<1
And also differentiate Ct with respect to I, and setting the derivatives
equal to zero, we obtain

C c
L = -2 A Pt — 4 & '“?{ + Cg 2z Co Sl
c, 2¢,
...[1.5]
fort=12 ... T-1.

Prediction Model

H.M.M.S. did not take in consideration price variable in his
model and treated as an exogenous variable while in this model it was
treated as endogenous, allowing the manufacturer to vary his prices in
such a way to influence the ordering pattern, hopefi ully to move heavy
demand away from peak periods and smoothing production, inventory
and work force levels and reducing overall costs.

The following is an inverse Price-demand relationship of
classical economic theory used, namely
()1 R 4] b b[ Pt
vef2:1]
where
O = the forecasted order quantity for time t.
@ = maximum productive capacity.
b = the measure of change in demand per unit change in price.
Unfortunately there is no information about parameter 'a' which might
be evaluated directly. We would suggest that 'a' may be determined
from a formula such as:
a = optimal value of labour productivity x initial level of work-force x
possible maximum shift ratio x v
ie. a = Cq Wo X N X s
viilee]

where
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_ number of shifts possible Per day

~ number of shifts worked Per day

v = a factor to compensate for unknown components in the productive
capacity and for any large forecasted demands in the interval t=1 to
=12

W = initial work-force for that year.

By substituting equation 2.2 into equation 2.1, we obtain:
Oi=cs WoxNxv-5hp ..[2.3]

The expected inventory connected costs (d in 1) above would
now have to be modified to:
Inventory connected costs = ¢7 [ I — cg — cg (c4Wo x N x v — by p)?
...[2.4]
Also, as a result of using price variable (p;) the manufacturer will bear
a new cost namely
;
Opportunity cost = QP, — Zp1 (ca Wo x N x v - b p)
=1
o e
where
P; = the (constant) selling price.
Q = the total quantity that would have been sold during the period t =
I toti="T;

From equations 2.4 and 2.5, we obtain total cost function instead
function 1.1 above

T
C; = z {lci—ce)Wi+ci3+ (W= W = lC]l)2 + 3 (Py—cy W"t)2 o
t=1

cs Py + c1a Pe Wy +c7 [l —cg — co (c4 Wo XN x v =5 p)]* - pt
(04 W(} XxNxv- bt Pt)} i Q‘Pc

...[2.6]
which has to be minimized subject to the restriction
11 = Il =0 * P| = l}4v\"0 x M "k ¥ + bg Pt

27

Linear Decision Rules
By differentiating Cy in 2.6 with respect to W,, we obtain the
production rate in terms of work-force level, as follows:
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Ptzgl‘gzwl—l+g3“"t—g2“r|—1
...[2.8]
where
B=T—=, 8, =~ mdg =28+
2c,c, ¢, C,
Differentiating cr in 2.6 w.r.t. I, vield the result
[ = g4 APy - g5 A b, £ S R S b Pt
L
Differentiating Cy in 2.6 w.r.t. p;, we obtain
P = Cen Py o~ Oy W= O oo Ciog
w2t f]

The expression 2.8 for P, above is given entirely in terms of the
W¢ but those for I and py are not. By substituting amongst equations
2.8, 2.9 and 2.10 obtain the necessary expression in the forms:

It = Casy + Cazy Wy -1 — Cagy W, + Caop Wi+ 1 — Caoy Wi + 2
211

Pe = Gssn — Carg Wi- 1 + Cagy Wi — Cagpy Wy s | + Caory Wi + 2
A [22)

where

Casn =8+ co (e (ca Wox Nx v—c5 ) — by ci0) /2 ¢4
Cary =c2(1 +c7c0by (co+ 1))/ (c4 ¢7)

Cagy =c2 (3 +c7 09 (Beo +2)) / (cq c7)

Caoy =2 (3 + c7cob: (3co + 1))/ (c4 ¢7)

Caop=ca(l +¢7 C: by) / (cq ¢7)

Cas) = (C; WoX N X v+ blero + ¢4 ¢5)) / (2 ¢4 by)
Camp=ca(co+1) /¢y

Cagn=c2(3co +2)/ cy

Ciony =c2 (3ce + 1) / ¢4

Caopy=c2c9/ ¢4

The decision variables in equations 2.8, 2.11 and 2.12 in terms of
the W|+j (i:—}.,(], 1, 2)
By substituting these expressions into identity 2.7 obtain a general
equation expressed in terms of W, , (1=0, 1, 2), but it will not hold
for initial period t = 1.
Cary Wi-2 — Cargy Wiy + Cazy Wy — Cazy Wia g + Caaqy Wi =
caWo X N X v - Casy
L4213
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Because of presence of the variable I;_ | in identity 2.7, it is necessary
to use a slightly modified form of equation for period t = 1 as follow
Cazy Wi — Cagy Wa + Caoy Wy =cyWyx Nxv—1I, + Casy Wo —
Csoy  ...[2.14)
where I = initial inventory
Ca=ca(1+creob(co+1))/ (cs c7)
Cas = c2 (l/cs + /ey + by (co + 1)/ ¢4
Car=ca (23 + Ci/ep + 3/cs + by (Beo + 2)(co + 1)) / ¢4
Cas=ca (l/es + 3/c; + b, (Beo+1)(co + 1)) / ¢4
Cag=ca(l/cr+ bycy (Co+1))/cq
Cso=cqsWyxNxv-— Cg + Cro/c7 —(co + 1) (ca(caWox Nx v— b, Cs) — by
C]D) / 204
Cy= i) (1/07 + b o (Cg + 1)) fl34
Cos=csWyx Nx v+ C10/(2¢3 ¢4) «(co + 1) (cs(caWox Nxv-— Cs b)) —
b C10) / 2¢4 +

co(CalcaWpx Nx v —Csbi_ ) —b_ c10)/ 2¢q
Ca3 = ¢ (I/e3 + d/cy + by (3e +1)(co + 1)+ By 85) /04
Caa =2 (2es + ¢ /ey + 6ley + by (3ey +2)(co + 1) + by_ 109 (3o + 1)) /
Cq
Cai = ca (1cs +d/cy + by(co + 12+ by_yoo (3co+2)) /¢y
From equations 2.13 and 2.14, we have got 12-period of simultancous
linear equations to be solved for optimizing values of W,.
The system would always contain two more unknowns than the are
equations by imposing two end conditions Wy = W, = Wia,
By applying the Gauss-Jordan method to the system above, we have
got the optimal values of W,, t = 1 1o 14,

Forecasting Future Demands
When analyzing the customer demand per unit time, main factors
should be known is the average (or mean) demand per unit time. An
estimate of the mean demand per unit time will give an indication of
what demand would be expected in a typical time period. It must be
realized that such a mean value can only be calculated from past data,
and to use such a value to predict what will happen in the future
implies that one assumes that what has happened in the past will
necessarily happen again and, of course, this is rarely so. See (2, p.13).
It scems to us that some form of forecasting would be an essential
part of the running of the system in any real-life situation and, in
consequence, | computerized a 12-month weighted moving average
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and exponentially-weighted moving average. The user is at free to
choose which method to use.

Results Obtained From New Model

Here we report on performance of this model when working on
data of the paint factory originally presented by HM.M.S. and
compare the results with their model. But before presenting these
comparisons, we should make some general observations on the effect
on the decision variables resulting from change in the value of
productive capacity (equation 2.2 above) by giving different values to
the parameter v in running the computer program many times. From
table 3-1 below, we note the following:

a. The maximum and minimum of work-force, production and sales
increase with increasing the parameter v and that is normal
because of positive relationship between the productive capacity
and work-force, production and sales levels.

b. The variation of work-force, production, price and sales increase
with increasing v. This means a negative relationship between v
and smoothing of these variables.

c. For the inventory rate which is more stable than the others
because H.M.M.S. consider co = 0 which eliminates the time
dependent terms in ¢ — c39 above so the change in [, depends only
on the variation of W, (see equation 2.11).

d. The increasing in the v yields increasing in the revenue and profit
because a positive relationship between the v and sales and
also a negative relationship between v and basic costs which
consist opportunity cost which remarkably increased in negative
value with increasing v.

In the real practice, the decision maker can do the same and then

choose the reasonable production policy by specify the value of v. But

he must have a good knowledge about

a. Market needs from his product.

b. Size of capital.

¢. His ability on hiring or firing work-force.

d. Machine productivity.

e. Raw material requirement.

f. Store capacity and others.
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One of the main purposes of H.M.M.S. and this model is to
smooth out the time-series representing fluctuations in work-force,
production, inventory levels. In table 3-1 below the smallest value of
deviation for Wy, P; and I; is when v = 1, it is realistic results and
optimal, or near-optimal solution.

Comparison With H.M.MS. in Terms of Smoothing

In table 3-2 shows the results of prediction model when v = | as
well as HM.M.S. results. We compare in terms of smoothing time-
series for each variable in this table.
The maximum of production, work-force and sales are considerably
larger than HM.M.S. as well as the minimum. Also the total of
production and sales are larger than H.M.M.S. model. Prediction
model shows considerably less variation in all variables in this table
and this smoothing is effective in increasing the profit of the factory.
In terms of inventory level, the model predicts less amount than
H.M.M.S., this wovld reduce the inventory holding cost.

Comarison With H.M.MS. in Terms of Profit

Table 3-3 below contains the relative costs and profits for our
model comparable with results of H.M.M.S. model, Tt shows a great
reduction in the basic costs. This reduction being a direct result of the
superiority of our model in its capacity to smooth the relevant time-
series, as noted in the previous subsection,
The other cost = production rate x O,
where
O = the other cost per unit of production.

Prediction model suggests a greater quantity of production than
H.M.M.S. model. This yields to an other larger cost than H.M.M.S.
model.

In table 3-2 below, we note the total sale in our model is larger than
HMM.S. and this case yields to a greater revenue than in the
H.M.M.S. model.

Because of that reduction in the cost and increasing revenue yields
to a maximization of profits.

The check column obtained from the equation 2.7 above and must
equal zero otherwise means there is an error in mathematical
operations of this model or an error in programming the model.
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Simple Description of Computer Programme

In this section we outline, main steps, the construction of the
prediction computer program and its name "Pred". Execution time is 1
to 2 seconds and consist of 355 programming instructions or
statements.
1. Declarations of variables and dimensions.
2. Read ¢; to ¢;3 of HM.M.S,, no of months, historical demand, W

and In.

3. Compute initial coefficients and common terms.
4. Test for forecasting method to be used:

=1 Moving average forecasting subroutine
FORCA <=2 Exponential weighted average subroutine

=3 Forecasted sales equal to actual demands

See (2), (3), (4) and (5).

5. Compute the value of &, by equation 2.3 above.

6. Evaluate the coefficients cq; o c45 and ca7, Cag to esp.

7. Build up the matrix by using equations 2.13 and 2.14.

8. Solve the system of equations by the Gauss-Jordan method to
obtain values of W, (1=1, 2, ..., 14), see (6), (7) and (8).

9. Computation of the values of decision variables P, I, Pt equations
2.8, 2.11 and 2,12 after the computation of ¢35 to ¢4y above.

10, Computation the various costs for period t from equations a, b, ¢
and d in section 1 and equation 2.5 above.

11. Prediction of sales, revenue and profit for period t and checking
the consistency of predicted values of the decision variables,

12. Print out monthly P, I, W, p; and S, and yearly totals, Also
components of costs as mentioned in 10 above and yearly totals.
The same thing to revenue and profit.

This program is loaded on one of the personal computers of the
computers sciences department of this college.
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Table (3-2): Comparison between prediction model and H.M.M.S Model whem v=1

[ Moat | ___?’_lft_)f:luf_.thl \_V_#rk-foroe Inventory Price B | -S-a-h-.-n ]
ho | BMMS | pog | iMMs. | Pred. | HMMS. | Pred. | RMMS. | Pred "-’:'M‘ Pred.
1. | e | dsn || 9B B2 303 299 [ 9528 7 | 431
2 416 463 75 B3| 22 312 [ edm | a1 | 435
) 82 483 7 T 316 (o422 | 222 | 4m
[ 4 376 464 69 B4 32 316 T 9% | 464
s 367 465 67 54 314 318 [ o281 | 348 | 463
G 159 465 66 P 381 g | 02,68 119 465
3 w2 | 463 6 | 85 08 | 318 o214 | 455 | 466
& 179 465 67 | &3 %7 20 9064 | 409 463
[ an 466 68 &S 302 120 §1.45 M7 i._f'5.7
10 374 466 70 85 387 E3E) 6204 | 289 | 467
11 418 466 ) %5 a5 | am yias | 40 | 487
1 454 463 77| 8 139 319 9002 | 459 465
Max. | 459 467 | 19 | 8 87 320 528 | 459 | 467
Min, | 339 463 66 ) 82 209 9002 | 288 | a3l
Var. 100 4 13 3 103 21 5.2 170 36
Total | 4729 | 5380 42 | 3793 4608 | 5527

Table (3-3_]: The Relative costs and profits for prediction Model Componable with

—

reseluts of HLMLMLS model
M i Meute Other Cost | Revenue Profit Check
Cost

1 1803123 | 2072.14 | 41092.85 | 2008948 | 0
2 1723453 | 29458 | 4239205 2221172 0O
3 173666 | 294623 | 4327839 | 2296557 | 0
4 1755496 | 205221 | 4381682 | 2330065 | 0
5 16620.73 | 2054.63 | 42977.55 | 2340219 | 0
6 16593.06 | 295823 |43101.01 | 2354973 0
7 162855 | 2959.89 | 4289755 | 23652.16| 0
8 1529239 | 205951 | 4197012 | 2371822 | 0O
9 1615589 | 296418 | 428659 |2374583| 0
10 16291.83 | 2966.16 | 430253 |2376731| 0
11 15917.68 | 2964.17 | 4271308 | 2383122 0
12 1494698 | 205895 | 41826.58 | 2392066 | 0
Total | 1982014 | 35502.07 |511957.2 | 278163.7

I"M.'M'S 2989106 | 300764 | 469800 | 140813
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