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Abstract

This paper presents a proposed neural network algorithm to solve
the shortest path problem (SPP) for communication routing. The
solution extends the traditional recurrent Hopfield architecture
introducing the optimal routing for any request by choosing single and
multi link path node-to-node traffic to minimize the loss. This
suggested neural network algorithm implemented by using 20-nodes
network example. The result shows that a clear convergence can be
achieved by 95% valid convergence (about 361 optimal routes from
380-pairs). Additionally computation performance is also mentioned
at the expense of slightly worse results.

Keywords: Optimal Routing, Hopfield Neural Network Algorithm,
Single and multi-link path

Introduction

Communication routing resource allocation problems are
becoming increasingly relevant given the upsurge in demand of the
internet and other telecommunication services. One such problem
amounts to assigning arcs (links) in a connected network to requests
from start-to-end nodes, given capacity constraints on the links such
that a total additive cost (path-length) is minimized (1). A relatively
simple routing problem, with only one request at a time, is the
Shortest Path Problem (SPP), which can be solved exactly in
polynomial time using Hopfield neural network algorithm were made
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to provide an approximate solution to the (SPP) faster than with any
other algorithm solution (2,3).

The idea was first presented by a Hopfield algorithm for the SPP
network: their method exhibits an example of 16 nods that get a 10(?%
convergence results (4). However this method has a drawback, whufh
can be addressed by the neural network converge towards a valid
solution that was connected by an exact number of nodes (16 nodes).
This paper and by using a modified algorithm try to improve the result
with an increasing number of nodes in the network graph.

We proposed nearly the same Hopfield algorithm in certain classes
of graphs, when the number of nodes approaches 20 or more. An
example of 20 nodes has been taken to be implemented which made it
possible to find a path with as many as N hops, N being the number of
nodes in the graph, which is also the highest number of hops the SP
may have.

In our paper we present a modification of Hopfield neural network
algorithm that aims to improve the reliability of the solutions, where
reliability stands for succeeded and valid convergence. To achieve
this, a new architecture, named Dependent Variables (DV) have been
used. This architecture automatically guarantees an entire class of
restrictions, thus considerably increasing the reliability of the method.
At the same time, the number of neurons is equal to the number of
arcs in the graph instead of being equal to the squared number of
nodes as it is the case in any other NN methods.

Defining the Problem

Consider a graph G = (V, A) composed of N vertices V and a set
of M arcs A. Associated with each arc(r, s) is a nonnegative number
Cys that stands for the cost from node r to node s. Non-existing arc
costs are set to infinite (o). Often, for clarity of exposition, namely
when referring to figures, we will label each existing arc with a unique
index and denote its cost simply by Cj;. Let Pg4 be a path from a source
node s to a destination node d, defined as a set of consecutive nodes
(5), connected by arcs in set A:

Psd ={S’ nj, ..., d}
There is a cost associated with each path P4 that consists of all partial
arc costs participating in the path. The shortest path problem consists

79



IBN AL- HAITHAM J. FOR PURE & APPL. SCI VOL.18 (2) 2005

in finding the path connecting a given source — destination pair, (s,d),
such that the cost associated with that path is minimum. Stated as an
integer linear programming problem (6,7) this is:

To Minimize

Subject to
i‘,vi,-—ivﬁ =0 i=l....,N ... 2]
= =l
jei i
And
v, € {0,1}

Where Vj; is the participation of the arc (1, j) in the path which can
only be 0 or 1, i.e., the arc whether participates entirely or doesn’t
participate at all in the path. Non-existing arc is not to be considered
(8).

As an example of routing in a computer networks, consider the 20-
nodes network graph showed in fig.(1), was used to evaluate the
neural network’s ability to handle larger networks (with larger nodes)
and in this example it is possible to find a path with as many as 20
hops (number of links). The links, nodes, and cost capacity can be
represented by a 20x20 matrix C with entries Cj; as shown in table (N,
where the entry C;j; represents the capacity between source node i and
destination j. When there is a 0 entry, it means that there is no direct
link between the two nodes and communication requires multiple-link
through adjoining nodes. In this example, the matrix C is symmetric
but in general, this is not necessary.

The node-to-node routing problem requires finding the routing from
the source i to the destination j, which minimizes a cost function such
as the total number of links. The minimization procedure is

implemented using a modification of the neural network traveling
salesman.
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The Network Routing

Our new example that have been built on a modified Hopfield
algorithm can be explained by considering the 20 nodes network
shown in fig. (1), which is require 20 control vectors assigned by 20
elements for each vector (U1, U2, U3,....... U20) in order to represent
the location of the nodes for the path in the network. This algorithm
start by giving the 20 control vectors (U) a reasonable initial estimate
and then attempts to converge them to the final value of the control
vectors, which is corresponds to the desired number of the nodes.
From the elements of the cost matrix and by using the minimum
number of links for every source I to destination j we can determine
the best minimum route from the minimum of the cost matrix. The
cost-effective path through the network can be described by 20
vectors/with 20 elements for each vector Vi, Va, V...V, where the
rows represent the nodes of the network and the columns the position
of the node in the path.

Given the source and the destination pair, the source vector and the
destination vector have zero entries except for the source and
destination nodes. The other vectors has zero entries for nodes with
has no direct link to the source and destination node, and the values 1
for the nodes that have a direct link with the origin node and the
destination node, and entries 0.05 at each of the other 18 nodes.
Assuming that it is desired to route from node 4 to node 19 in seven
links or less. From visual inspection, it is apparent that candidate route
with seven links goes through the eight nodes 4-3-7-6-11-16-20-19.
The first and last nodes are the source and destination and the six
interior nodes represent points in the seven links connection. Since the
source U and the destination Ug are know the purpose of the routing
algorithm that is to find a way to converge to the six intermediate
vectors, Ua, Us,Us, Us, Ug, and Uz

There is a quick way to determine the minimum number of links from
every source i to the destination j from the elements of the capacity
matrix C. Nonzero elements of the capacity matrix C represent source-
to-destination pairs, where the minimum route requires only one link.
Nonzero elements of the self-product of the capacity matrix (CxC)
represent pairs where the minimum route requires two links. ¥n
general, nonzero elements of the L™ product of the capacity matrix
(C") represent pairs, where the minimum route requires L or fewer
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links. Higher products can be grouped to reduce computation effort.
Thus, C* is the product C%,C% This procedure has been programmed,
and it is an effective way to reduce computation time by knowing in
previous the minimum number of links for each source-destination
pair.

The cost-effective path through the network can be described by eight
20-dimensional vectors V,, V3, V3, Vs, Vs, Vg, V3, Vs, where the rows
represent the nodes of the network and the columns the position of the
node in the optimal path from node 4 to node 19. Within each iteration
of the new suggested ANN algorithm, a system of N differential
equations in Equation (4) has to be evaluated; this step is then
repeated until convergence. It should be noted here that the effort for
solving the optimal routing problem rises with NyM number of links.

The Energy Function

The modified neural network algorithm uses the same computation
gradient approach to minimize the energy function that used in the 16
node example. This function has to be minimized and the lowest
energy state is equivalent to the optimal route. The energy function
can be stated as follows:

AN NN BN CNIN N
Ef =?Zzzwxyvn‘(vyi+l +Vyi—l)+?ZZPﬁin +?Zzzvﬂvyi
x=1y=1 i=2 i=1 i=1 i=2 x=1y=1
y=x i#x y#X
D NN-IN EX&(N 2
=23 Y VY, +—2(vai -1) .................. Bl
2535 25\s

There are five separate terms in the above equation, these are:

- The A-term minimizes the total cost of a path, taking into account
the cost of existing links.

- The B-term excludes non-existing links. The term Pj; has the value 1
if the link between node i and j exists, otherwise it is 0.

- The C-term sum is zero if and only if each column contains no more
than 1.

-The D-term sum is zero if and only if each row contains no more than
1.
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- The E-term sum is zero if and only if there are N ‘I’ in the entire
matrix (ensures that exactly N entries equal to I). .

The dynamic (differential equation) of the neural network is converted
by the following equations:

N N N =
LU=, ~AY W, (Y +Y,41)-BR -V, D) u—ﬂ(ZVn-l}- (4]
dt y=1 ]’:'l i=1

y=I
yax y#x
Where u;; denotes the total input to ij-th neuron then we have

g =ditUij At+UL e [5)

V,=05(+tanch(U;)) .o [6]

y

The New Suggested Algorithm

The algorithm of finding the optimal route contains many steps as

follows:

Stepl: Determine the minimum numbers of links from every source i

to destination j.

Step2: Determine the initial condition for the control vectors.

Step3: Initialize all other coefficients.

Step4: While the stopping condition is false, do step 5-9.

Step5: Perform steps 6-8 NyMin. No. of links times.

Step6: Choose a unit at random.

Step7: Change activity on the selected unit: this steg depends on the
selected energy function in which "™ = u;j°' +At y duy/dt

Step8: Apply output function: V= 0.5(1+tanch (Uy))

Step9: Check stopping condition.

The Experimental Results

In this section an attempt is made to determine the 20- node
example results for seven-links simulation, the seven vectors in table
(2) show the initial conditions for control vectors. U, and Ug have zero
entries except for the source node 4 and the destination node 19, U,

83



IBN AL- HAITHAM J. FOR PURE & APPL. SCI VOL.18 (2) 2005

has the values of 1 for the node 3 that has a direct link with the node 4
(source). Uy has the values of 1 for the node 20 that have a direct link
with the node 19 (destination). Us, Us, Us, and U have zero entries at
the source and destination nodes (4 and 19) and entries 0.05 at each of
the other 18 nodes.

The seven vectors in table (3) shows the optimal path from node 4 to
node 19, where the rows represent the nodes of the network while the
columns represent the position of the node in the path. Therefore, the
optimal route for this example is: 4-3-7-6-11-16-20-19.

Neural Network Simulation

With 20-nodes example and two way traffic between each pair of
the nodes there are 20,19, i.e., 380 source-destination pairs, so the
new suggested NN algorithm must be repeated 380 times for each step
of serial simulation. The new suggested NN algorithm results with 20-
nodes example are shown in table (4). While Figure (2) show the
constraint energy evaluation for the 20 nodes simulation examples
with reasonable convergence in 300 iterations to determine optimal
route from node 1 to node 20.

All of the solutions resulting from simulations are 95% of the
solutions were optimal and remaining 5% were worse by only one or
two units (from 380 source-destination pairs given 361 optimal route
and only 19 pairs are wrong solutions). In this simulation we given
95% valid convergence under the condition that the optimization
parameters B, C, D, E used as a Lagrange parameters in Equation (3).
In general, the convergence is to one preferred route. For example, for
the source node 1 to destination node 20 pair, the steady-state value
has one preferred route, which traverses node 1-6-11-16-20 and the
algorithm shows reasonable convergence in 300 iterations to
determine the optimal route from node 1 to node 20. In the simulation
of the 20-nodes network, the node 6 carries much of the traffic
between the left and right half of the network. In table (4) it can be
seen that three of the source—destination pairs (rows 4, 5, 7) show
wrong solutions. By looking at the wrong solutions we can observe an
important behavior of the new suggested NN algorithm.
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Conclusions

This research presents a new neural network method that modified

from Hopficld algorithm for determining the optimal routing in the
computer networks. An evolution of this method, thought for the
multi-destination routing problem, and in a single-destination version
it extends the range of operation of the former method, achieving
noticeable improved solutions even with a bigger number of nodes. In
certain classes of the graphs all these solutions demand a number of
neurons that squares the number of graph nodes.
In this optimization process, the optimal routing problem is
formulated in terms of gradient minimization, where the routing
problem requires choosing multilink paths for node-to-node to
minimize loss, which is represented by the total number of links or
other functions. The minimization procedure is implemented using a
modification of the neural network traveling salesman algorithm. In
comparisons, the new suggested NN algorithm is faster than the
traditional approaches providing an approximate solution to optimal
routing problem, where the time required by our new algorithm is
about 52% of the total time required by the others.
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Table (1) Cost Capacity Matrix for 20-Node Network in Fig (1)
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Fig. (2) Constraint energy evolution for 20 node example.
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Table (3)Path Represented 20 nodes (seven links).
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Table (4) Results for a Network with 20 nodes (seven links)
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