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Abstract

It is frequently asserted that an advantage of a binary search tree implementation of a set
over linked list implementation is that for reasonably well balanced binary search trees the
average search time (to discover whether or not a particular element is present in the set) is
O(log N) to the base 2 where N is the number of element in the set (the size of the tree).

This paper presents an experiment for measuring and comparing the obtained binary
search tree time with the expected time (theoretical), this experiment proved the correctness
of the hypothesis, the experiment is carried out using a program in turbo Pascal with recursion
technique implementation and a statistical method to prove the above hypothesis. Search time
is estimated by the number of comparisons needed.

Keywords: Time Complexity, Binary Search Tree, Big O Notation, Recursive Method, Chi
square.
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Introduction

A binary tree is a special kind of tree, one that limits each node to no more than two chil-
dren. A binary search tree, or BST, is a binary tree whose nodes are arranged such that for
every node N, all of the nodes in N's left subtree have a value less than N, and all nodes in N's
right subtree have a value greater than N. In the average case BSTs offer log (N) to the base 2
asymptotic time for inserts, deletes, and searches[1].

Binary search tree is a fundamental technique of programming, the advantage of using a
binary search tree over an array is that a tree enable search, insertion, deletion operation to be
performed efficiently [2].

Using simple calculation we can see that O(logN) is better than O(N) (the search time for
an array). (In computer science, big O notation is used to classify algorithm by how they re-
spond (e.g. in their processing time or working space requirements) to changes in input
size)[3].

So let’s say that we have 8 items that we place into an array and a binary tree. In the array,
search time will be O (8) = 8. In the binary tree, search time will be O(log 8) = 3. We can see
that 3 < 8 here. So the binary tree would be a better choice.

Hypothesis

1- for reasonably well balanced binary search trees the average search time (to discover
whether or not a particular element is present in thhe set) is O(log N) to the base 2 where N is
the number of element in the set(the size of the tree).

2- A binary search tree requires approximately 1.39(log(n)) comparisons if keys are inserted
in random order[4].

Searching Technique

Searching a binary tree for a specific value can be a recursive or iterative process. This

paper covers a recursive method (A recursive object is one that is defined partially in terms of
itself)[5].
By examining the root node four cases arise. If the tree is null, the value we are searching for
does not exist in the tree. Otherwise, if the value equals the root, the search is successful. If
the value is less than the root, search the left subtree. Similarly, if it is greater than the root,
search the right subtree. This process is repeated until the value is found or the indicated sub-
tree 1s null. If the searched value is not found before a null subtree is reached, then the item
must not be present in the tree [6].

The shape of the binary search tree clearly determines the efficiency of the binary search
algorithm. The optimal binary tree for a given set of entries has minimal height (The height of
the Binary Search Tree equals the number of links from the root node to the deepest node) and
is well balanced in the sense that the root of every subtree of binary tree has as many left de-
scendants as it has right descendants. In practice when there are dynamic insertions and dele-
tions we are unlikely to maintain a perfectly balanced search tree [5].

Proposed Design and Data Structure for Binary Search Tree

A range of randomly generated sets of suitably different sizes each of which is tested for
the presence of a range of randomly generated integers. A set is represented by a pointer,
named P therefore; the sets variable is P which points to a record consist of three fields name-
ly:

Left: a pointer to a set of records.
Right: a pointer to a set of records.
Value: the value that the user is interested in.
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In this section we shall work out the algorithms based on the best strategy to solve the
problems, and compute the time complexity of the algorithms. This problem is related to
searching recursively. Figure No.(1) shows the flowchart of the search technique.

A package (i.e. collections of functions and procedures) is developed; this package when de-
clared at the outermost level of a program together with appropriate type declarations would
make the following standard set operations available within the program:

Create: create an empty set (function).

Insert: Insert a given element into a given set (procedure), (do nothing if the element is al-
ready in the set).

Comsion: detect if a given element is present in a given set (function).

Size: return the size of a given set (function).
Writeset: write out the contents of a given set in ascending numerical order (procedure). The
package implements the sets using binary search trees.

Once the binary tree is created, its elements can be retrieved in-order by recursively trav-
ersing the left subtree of the root node, accessing the node itself, then recursively traversing
the right subtree of the node, continuing this pattern with each node in the tree as its recur-
sively accessed. The package obtains the store required from the sets from the Pascal heap
(i.e. the free store system), the domain of the sets provided is the positive integers available in
Pascal, a pseudo-random number sequence is set up by declaring functions Random and
Randint. And declaring and initializing the sequence carrier C. A comparison is made each
time the value at a node of the binary search tree is inspected, Figure No.(2) shows part of the
program code.

Statistical Method

The chi-square method is used here to test the ‘Goodness of fit” of a function. The value

of chi-square is calculated by the following formula [7]:

Chi-sq = summation (sqr (Oi-Ei)/Ei) Where
O1 = Obtained value in the ith observation;
Ei= Expected value in the ith observation

Our tested hypothesis is: for reasonably well balanced binary search trees the average
search time is O (log N) to the base 2.

That means If it is balanced, worst casew is O( In( N ) / In( 2 ) ).Where N is the number of
values and the In(2) comes from a base 2 logarithm. If it is an unbalanced binary tree, O( In( n
)/In( 2) ) is best-case. Worst case is O (n).

The mathematical expression O(In( N ) /In( 2) ) is used to compute the Expected search
time according to the size of the tree. This value is compared with the Obtained time (average
number of comparisons).

The result after running the program is listed in Table No.(1) below.

The curve of Obtained time (time obtained from the experiment) compared to the expected
time is shown in Figure No. (3).

Conclusion

The first hypothesis, the conclusion is that binary search is said to run in a number of
steps proportional to the logarithm of the length of the list being searched, or in O(log(N)),not
exceeding this value if the tree is balanced and this value could be as average if it is unbal-
anced.

The value of Chi-square for sample of size 20 (D.F. 19) is (30.1), with 5% level of confi-
dence. It means that if our Chi-square value is found to be greater than (30.1), we shall reject
the above hypothesis. By doing so, we have a probability of 5% of making a wrong rejection.
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Calculating our Chi-square value yield the value (9.5), therefore we shall not reject the above
hypothesis so we accept it to be true.

Table No. (1) below shows the test is quite good where the size of the tree is
5,10,15,30,65, this leads us to assume that these trees are well balanced or almost balanced. In
this experiment we have not ensure that all the trees are well balanced.

However, since 20 trees have been taken (which is not too small sample) and those insert-

ed elements were generated from a pseudo random number, there is reason to believe that the
trees are not too unbalanced, and the above hypothesis can be tested by the experimental re-
sult.
For the seconed hypothesis, a binary search tree requires approximately 1.39(log (n)) compar-
isons if keys are inserted in random order. Therefore, the average number of comparisons is
only about 40% higher than the best possibl (See Table No.(1) the column Ob-
tained/Expected which shows this fact), Figure No.(3) shows the comparisons between the
obtained and the expected time of the binary search tree. However there was only one odd
value and this is where the size of the tree is 85 which resulted in 56% higher and this is due
to imbalance of the tree.
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Table No.(1): Obtained time (obtained from the proposed method) Compared with the
Expected Time, the Ratio between the Two Shows that the Obtained Time is about 40%
Higher as a Maximum

Tree size Obtained time Expected time Obtained/Expected
5 2.10E+00 2.32E+00 9.04E-01
10 3.60E+00 3.32E+00 1.08E+00
15 4.20E+00 3.91E+00 1.08E+00
20 5.00E+00 4.32E+00 1.16E+00
25 6.70E+00 4.64E+00 1.44E+00
30 5.00E+00 4.91E+00 1.02E+00
35 6.10E+00 5.13E+00 1.19E+00
40 6.20E+00 5.32E+00 1.16E+00
45 7.70E+00 5.49E+00 1.40E+00
50 7.30E+00 5.64E+00 1.29E+00
55 7.30E+00 5.78E+00 1.26E+00
60 8.00E+00 5.91E+00 1.35E+00
65 6.10E+00 6.02E+00 1.01E+00
70 7.80E+00 6.13E+00 1.27E+00
75 8.20E+00 6.23E+00 1.32E+00
80 9.00E+00 6.32E+00 1.42E+00
85 1.00E+01 6.41E+00 1.56E+00
90 8.00E+00 6.49E+00 1.23E+00
95 7.60E+00 6.57E+00 1.16E+00

100 9.00E+00 6.64E+00 1.35E+00
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Generate random numbers using the ex-
pression trunc(500*random(c))+1

|

create 20 trees using the procedure new, insert random

numbers into the 20 trees with different sizes

a

v

Generate 10 numbers, search for them into one
tree using binary search

A 4

count the number of comparisons until number is

found or end of list

\ 4 4

Find the average of comparisons for the 10 elements

Y

Find the log of size of the tree using the expression In
n/ln 2

20 trees being searched?

Compare log of size with the average of comparisons

A 4

Write result into file

\ 4
End

Figure No.(1):Flowchart of the Proposed Binary Search Technique

program exp;
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type p="node; node=record left:p; right:p; value:integer; end;
var somesets:array[1..20] of p; count,c,i,j:integer; totcount,xx,ff:integer;
f:text; ch:char; average,loog,cott:real;

function random(var c:integer):real;

begin ¢:=26317*c+1; random:=abs(c/32767) end;

function randint:integer;

begin randint:=trunc(500*random(c))+1 end;

function create:p;

begin create:=nil; end;

procedure insert(n:integer;var t:p);

var u:p;

begin if t=nil then

begin new(u); uA.left:=nil; u?.right:=nil; u?.value:=n; t:=u; end;
if n<tM.value then insert(n,t?.left); if n>tA.value then insert(n,t”.right); end;
function comsion(n:integer;t:p):integer;

var found:boolean;

begin

found:=false;count:=0; while(not found) and (t<>nil) do

begin if t*.value=n then

begin found:=true; count:=count+1; end

else if t*.value>n then

begin t:=tA.left; count:=count+1; end

else begin t:=tA.right; count:=count+1 end; end; comsion:=count; end;

Figure No. (2): Part of Binary Search Program Code
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Figure No.(3) Comparisons between the Obtained and the Expected Time of the Binary
Search Tree Technique
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