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Abstract  

     Artificial intelligence (AI) algorithms depend on different algorithms to track moving 

objects. The surrounding environment, like lightness, affects detection accuracy. A new 

algorithm is designed to detect moving objects in real time automatically and calculate the 

speed of tested objects based on the deep learning algorithm RCNN using MATLAB software. 

The suggested system consists of a phone camera, four balls in different colors (red, green, 

blue, and black), and various environmental lights consisting of eight lights. Two luxmeters 

were used to check the light intensity around the ball and the camera phone. Detecting moving 

objects has gained a lot of desirability because of its applications like video surveillance, person 

movement tracking, traffic investigation, and security systems like security systems or 

surveillance. are four parameters used to evaluate the performance of the algorithms and the 

system setup: accuracy, average time, detection percentage, and speed. Results show that the 

quality of detecting and tracking the ball is almost 100%.    

Keywords: Detect moving object, RCNN, Algorithm in MATLAB software, Artificial 

intelligence.  

 

1. Introduction 

     Over recent years, moving object detection has become the task of determining the 

physical movement of an object in a specific area or region (1). Detecting moving objects has 

gained a lot of desirability because of its applications like video surveillance, person 

movement tracking, traffic investigation, and security systems like security systems or 

surveillance (2). Detecting moving objects is used in computer vision and video processing 

fields because complex processes can be explored and solved like video object classification 

and tracking (3). Thus, determining the exact shape of a tested moving object from a tested 

video frame becomes easy to implement (4). However, detecting the precise shape of the 

tested moving object has challenges such as dynamic scene changes, lightness changes, 

shadow, opacity, and homogeneity problems (5). The benefit is to reduce the impact of these 

issues, and surveillance systems have gained importance because of the increasing demand 

(6).  Researchers studied identifying and detecting moving objects and targets. The following 
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works were chosen as a selective choice due to their proximity to our research field. 

Manikandaprabu et al. presented a method to detect and track human beings in 2021. A 

continuously Adaptive Mean Shift algorithm is used to track the moving person. The 

background is subtracted using the Region of Interest (ROI) and a centroid pixel point over 

the ROI to be used by the Continuously Adaptive Mean Shift algorithm. Only three different 

lights were used, and there was a problem with a reduction in time complexity (7). K N V 

Khasim et al. used RADAR and LIDAR devices for traffic applications in 2022. Video 

sequence frames are used to subtract and mask the moving objects. Therefore, the speed of 

any moving target speed calculated in real time without any sensor calibration (8). S.M. Tilon 

and F. Nex used Unmanned Aerial Vehicles (UAV) videos that can be deployed on UAV-

embedded edge devices to track vehicles in 2023. NVIDIA Jetson Xavier NX edge device 

used which could be executed at 8 Frames Per Second (FPS). Multi-segmentation regions are 

used to track the vehicles without affecting road details. The speed object was calculated 

using the VisDrone Multi-Object. Tracking    (MOT)  benchmark dataset. There was an error 

while they measured vehicle speed (9). The suggested work aims to use a deep learning 

algorithm RCNN using MATLAB software to track a moving object consisting of four balls 

with different colors, with the lightness of the environment controlled using eight lights, and 

intensity measured using two lux meters. 

 

2.  Materials and Methods 

2.1. Region-Based Convolutional Neural Network (R-CNN) 

R-CNN is classified as one of the deep learning methods used to track any object in the 

computer vision method (10,11). It depends on combining the convolutional neural networks 

and region-based approaches to detect the object. The target image is divided into sub-regions 

or multi-regions that have objects within them, using selective search or edge boxes to generate 

these sub-regions (12,13). Then features are extracted by the CNN algorithm by generating 

2000 regions as input images. These regions are resized to be 16 pixels for warped frames. The 

high dimensional feature that resulted from CNN represents the region that is used for feature 

extraction in a separate machine-learning classifier. Support Vector Machines (SVM) are used 

for object classification to determine whether the region proposal contains an instance of that 

class. There are positive and negative samples in the training step. R-CNN eliminates 

duplication or overlapping bounding boxes in the classifying step. This led to high object 

detection as a final step (14-16). 

2.2. Quality metrics 

Quality and performance measures were relied upon in deep learning and data analysis, as the 

study included several efficient measures in evaluating the quality of model performance. Four 

scales were used.  

1-The first measure is accuracy, which was calculated based on four factors (17-19). 

• TP (true positive): A test result that correctly indicates the presence of the object. 

• TN (true negative): A test result that correctly indicates the absence of any object. 

• FP (false positive): A test result that falsely indicates the presence of the object. 

• FN (false negative): A test result that incorrectly indicates the absence of any object. The 

parameters are specified as shown in Table 1. 

 

Table 1. Quality metrics parameters. 

Actual classification 1 1 0 0 

Predicated classification 0 1 0 1 

result FN TP TN FP 
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Accuracy is a metric for evaluating the performance of classification models. It is the ratio of 

correct predictions to the total number of predictions. For binary classification, accuracy can 

also be calculated in terms of positives and negatives as shown in equation (1)(20-22): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝑐𝑐)

=
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹 𝑁
                                                                                                                     (1) 

2-Detection is determined in each video frame (30 f/s). If the ball is detected, then the ratio is 

the ball frame over the total number of frames. The detection rate equation is (23): 

𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 

=
𝑇𝑃

𝑇𝑃 + 𝐹 𝑁
                                                                                                                                   (2) 

Real-time Detection is programmed within MATLAB software to identify and locate objects 

of interest in real-time video sequences. The time is extracted as data within the code and 

presented accordingly(24). 3-Speed of moving object is determined by calculating the 

displacement between two reference points on the path of the moving object as a function of 

time, as given in equations (3 & 4). The difference was measured as: 𝑑𝑋 = 𝑋𝑖+1 − 𝑋𝑖and 𝑑𝑦 =

𝑦𝑗+1 − 𝑦𝑗 (25-27): 

 

𝑑𝑟 = √𝑑𝑋2 + 𝑑𝑦2                                                                                                                       (3) 

𝑠𝑝𝑒𝑒𝑑 =
𝑑𝑟

𝑑𝑡
=

𝑑𝑟
1

30

= 𝑑𝑟 × 30                                                                                                       (4) 

The speed was calculated in an image using the relationship:  

𝑠𝑝𝑒𝑒𝑑 = √𝑑𝑋2 + 𝑑𝑦2  × 30  
𝑝𝑖𝑥𝑒𝑙

𝑠
                                                                                           (5) 

The actual speed was calculated based on the scale factor:  

𝑠𝑐𝑎𝑙𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑠𝑝𝑒𝑒𝑑 (

𝑚

𝑠
)

𝑠𝑝𝑒𝑒𝑑 (
𝑝𝑖𝑥𝑒𝑙

𝑠
)

                                                                                                      (6) 

Therefore, if we need to know the speed in m/s then we multiply 0.2419 m/pixel by speed 

(pixel/sec). 

2.3. Movie Object Detection Algorithms  

The object detection process includes four algorithms: cropping process(28), labelling(29,30), 

training data and detection, and testing(20). The cropping process depends on calculating the 

video length. In MATLAB software, the function imcrop is used in one frame to be a reference 

for the remaining frames as a detected process. This step enables cropping any object using a 

PC pointer with any size and position with a rectangle shape and saving the divided frames in 

a selected folder using write code in MATLAB. The second step is image labeling used to 

delimit the region of interest. The code of the image datastore function in MATLAB is used to 

generate properties of the select object and the imageLabeler property is used to label ground 

truth in images. Training data and detection algorithm used as the third step by knowing the 

number of layers (iz) and the number of training times (epoch). The number of layers is 64 and 

the number of training times epoch =50. The training file and the model are stored with the 

same name based on the time in terms of hours and seconds. The specific folder is selected and 

labeled as the file (ball. mat). The training process began as instructed based on the positive 

layers option [dete, info] = train RCNN Object Detector (pstv2, layers, options). The model is 

obtained by stored it and stored information about the model where the date represents the 

model contains loss and accuracy. The testing algorithm is used to detect objects as a final step. 
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A folder selected and selected all images from 1 to number of images. If there is a target, then 

detect it and put box, score, and label. After detection, the target is deducted with a yellow 

square placed on each detected target. This means the score is greater than 9 otherwise it is not 

detected. The center (x, y) is calculated because the object is moving and estimated accuracy. 

The extraction time, detection time, total time, and average time in seconds are computed, and 

finally, the calculation of object speed. 

 

3. Results and Discussion  

Four balls with different colors (red, blue, green, and black) were used as a test target to 

get the perfect model for detection. For this purpose, the iPhone 14 Pro Max mobile camera is 

used to record 96 videos divided into three videos for each ball and eight different light 

intensities. The intensity details are listed in Table 2 and distributed in the lab, as shown in 

Figure 1. The lux meter is located in two positions, next to the phone camera and close to the 

wall. The resulting 96 videos were cropped into 1036 frames, the number of layers (iz = 46), 

and the number of training times (epoch = 50). This helps us to generate a model to detect any 

moving object.    

 

Table 2. The lightness intensity with the number of lights. 

Number of lamps Lux1 (Next to the camera) Lux2 (Next to the wall) 

0 2 2 

1 32 16 

2 63 41 

3 101 63 

4 127 81 

5 198 127 

6 203 198 

7 253 158 

8 317 127 

 

 

 

 

 

 

 

 

 
 

Figure 1. Diagram of the suggested system showing light distribution and object location. 

 

3.1. Detection percentage 

Figure 2 shows the detection percentage for each colored ball regarding the light intensity at 

the best number of layers (iz=64) and the best training number (epoch=50) for three videos. 

Lighting is an important parameter used to detect moving objects. Therefore, this study focused 

on this parameter and measured the detection of different colored balls to check the quality of 

the suggested system. It is noticeable that at all light intensities, there is a good detection 

percentage for all cases. This means that the resulting model succeeded in this purpose.   
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Figure 2. Detection percentage as a function of lamp number for the ball (a) red, (b) blue, (c) green, and (d) black. 

  

3.2. Accuracy Percentage 

The accuracy of the suggested model is calculated depending on Equation 1. Figure 3 shows 

the accuracy of four colored balls for three videos. All colored balls have high accuracy, even 

with the lightness change. 

 

 

  

  

 

 

 

 
 

 

 

 

 

 

Figure 3. Accuracy percentage as a function of lamp number for ball (a) red, (b) blue, (c) green, and (d) black. 

 

3.3. Average Time 

The average time of the proposed model is calculated to show the performance of the suggested 

model and system. Figure 4 shows the average time of four colored balls for three videos. All 

colored balls have almost the same behavior with the lightness change.  
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Figure 4. Average time as a function of lamp number for ball (a) red, (b) blue, (c) green, and (d) black.  

 

3.4. Speed 

 The speed of the suggested model is calculated depending on equation 6. Figure 5 shows the 

speed of four colored balls for three videos. All colored balls have almost the same speed 

because the person was the same and used to through the ball in the same way with the lightness 

change. 

 

 

  

 

  
 

 

 

 

 

 

 

 

 
 

 

 

Figure 5. Speed as a function of lamp number for ball (a) red, (b) blue, (c) green, and (d) black. 

 

4. Conclusion 

     The suggested system with the designed algorithm gave a clear view of detecting and 

calculating a moving object. There are many parameters used to evaluate the performance of 
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the suggested method. The detection percentage is acceptable at around 90% because the 

lightness is changed all the time and is considered a challenging parameter in this work. The 

speed of the object was almost fixed at 6 m/s because the user is the same for all cases. The 

time of detection is around 1.5 s, and the difference is due to the time it takes for the software 

to cut the video frames and track the object. The detection accuracy is nearly 100% for all 

objects, indicating the success of this suggested system. 
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