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Abstract   

Survival analysis is a fundamental statistical tool for studying the 

period leading up to a specific event, such as patient death or device 

failure. Interest in this analysis has grown due to its ability to provide 

accurate insights into survival rates and survival function estimation in 

various fields. This paper modifies the Log-logistic Distribution 

(     ) by adding a shape parameter to enhance its ability to predict 

more effectively.  After that, a new hybrid meta-heuristic algorithm 

(PSWGO), combining particle swarm optimization with the gray wolf 

algorithm, is proposed to estimate the survival function. To compare and 

investigate the performance of the proposed algorithm with three meta-

heuristic algorithms (particle swarm optimization, the gray wolf 

algorithm, and genetic algorithm ), and different sample sizes (n = 25, 

50, 75, and 100), a simulation study is conducted based on the mean 

square error (MSE). to obtain the numerical results, MATLAB version 

2022a is used.  The results showed that the proposed method (PSWGO) 

provides an accurate and satisfactory estimate for the Survival function, 

as it has a less mean-square error than the other estimation methods in 

most cases. MATLAB version 2020a is used to obtain the numerical 

results. 

Keywords: Survival function, particle swarm optimization, gray wolf 

algorithm, mean square error, simulation. 

  

1.Introduction 

In recent decades, the world has witnessed a significant qualitative leap in statistical data 

analysis, especially survival analysis. This type of analysis is a fundamental tool of applied 

statistics that can be used to examine the time until the occurrence of a particular event, such as 

the death of a patient in medical studies or the failure of a device in engineering studies
1,2

. 

Despite its great importance, survival analysis faces several challenges, particularly the 

complexity of data modeling, especially when the data is non-linear or truncated. These 

challenges are most evident when using traditional models based on a particular distribution, 

such as the exponential or Weibull distribution. With the increasing complexity of modern data, 

the need has arisen to develop more flexible and suitable models that can handle truncated or 

heterogeneous data
3
. 

Among the distributions used in survival analysis, the logistic distribution is a practical choice 

due to its flexibility in dealing with nonlinear data
4
. This distribution enables the model to 

accommodate various types of data and is therefore more suitable for data centered around a 

specific value
5
.  
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On the other hand, adding a shape parameter to probability distributions gives them significant 

flexibility in representing real-world data. This enables the distribution to adapt to data patterns, 

such as symmetric, skewed, or peaked distributions. This enables distributions to describe 

complex statistical phenomena more accurately than elemental distributions that lack this 

parameter
6
. Therefore, the log-logistic distribution was developed by adding a location parameter 

to achieve this goal. This allows the model to switch from zero centering to centering around a 

specific location parameter, thereby improving model accuracy and facilitating more 

straightforward interpretation of statistical results.  

However, estimating parameters in nonlinear models is a complex process due to the nonlinear 

relationship between the variables, so conventional methods are insufficient to solve this 

problem. Statistical analysis of these estimates requires advanced techniques such as numerical 

methods and modern optimization algorithms to ensure accurate estimates
7
. Therefore, using 

meta-heuristic optimization algorithms helps overcome these challenges by providing stochastic 

search capabilities and efficient solution space exploration. Meta-heuristic algorithms encompass 

various methods that aim to enhance the survival function's estimation by refining the input 

parameters' accuracy
8
. 

The Jackknife approach, which evaluated the Gumbel distribution's parameters, was I troduced
9
 

metaheuristic method (harmony search algorithm) was used a to estimate the proper probability 

distribution parameters
10

. Genetic technique (GA) was utilized for estimating the parameters of 

the mixture's normal distribution by maximizing the log likelihood outcome
11

. For more details, 

see 
12-15

. Additionally, the hybrid approach has several advantages in estimating the survival 

function. Hybrid algorithms strike an effective balance between exploration and exploitation, 

enhancing survival function estimation accuracy. Experimental studies have demonstrated that 

the hybrid approach often outperforms traditional methods and even single algorithms, 

particularly with complex and variable data
16-19

 

The development of hybrid algorithms for survival analysis is a crucial step towards overcoming 

the challenges posed by the complexity of modern data. Combining different meta-inferential 

algorithms can obtain more accurate and reliable survival function estimates, contributing to 

better scientific decisions in medicine and engineering. This approach holds great promise for 

advancing survival analysis, offering speed, efficiency, and flexibility. 

 

2.Methodology and Methods 

In this section, we will be introduced how to modify the Log-logistic distribution and propose 

the hybrid algorithm: 

2.1. Modified Log-logistic distribution  

Log-logistic distribution is the model of a transformed well known logistic variate
20

. Then, the 

properties of the Log-logistic distribution were studied and constructed its order statistics
21

. The  

constructed the acceptance sampling plans for the Log-logistic distribution
22,23

. The probability 

density function (PDF) of the standard Log-logistic distribution is given as: 
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When a location parameter  is added, the distribution is shifted such that it is now centered 

around     instead of     . Then the PDF and cumulative distribution function (CDF)  with 

a location parameter becomes: 
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Thus, the reliability  ( )  and hazard (h)functions becomes as:  ( )     ( ), 
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Figure 1.  Probability density function for Modified Log-logistic distribution 

 

 
Figure 2: Cumulative distribution function for Modified Log-logistic distribution 

 

 
Figure 3. Survival function for the Modified Log-logistic distribution 
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Some properties of the modified Log-Logistic distribution with location parameter: 

 

 Mode: To find the mode of the Log-Logistic distribution. 
  ( )

  
  ,  from Equation 2, we get: 
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 Median: The median of a random variable X of the p.d.f for the modified Log-Logistic 

distribution can be obtained as follows: 
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 Moment-generating function 
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2.2. Hybrid Meta Heuristic Algorithm  

The performance of optimization algorithms depends on the type of problems they face. Each 

algorithm has its advantages and disadvantages that make it effective in some cases and less 

efficient in others. Their performance may even vary within the same problem class. According 

to the "No Free Lunch Theorem" proposed
24

, no algorithm is better than all others in all 

scenarios. Based on this theoretical concept, it becomes necessary to explore new strategies that 

combine the advantages of multiple algorithms to achieve a more balanced and efficient 

performance. In this context, we have developed a new hybrid algorithm that integrates the 

particle swarm algorithm (PSO) and the gray wolf algorithm (GWO)
25,26

, utilizing both 

exploration and exploitation elements in a complementary manner. The PSO algorithm begins 

with a rapid, random search for initial solutions, ensuring broad coverage of the solution space. 

The GWO algorithm then optimizes these solutions accurately, utilizing the best values found. 

The results are combined with carefully calculated weights for a more efficient hybrid solution. 

To improve the accuracy of the final solution, the PSO algorithm is applied again in the final 

phase. The efficiency of the hybrid algorithm was tested by calculating the survival function and 

graphing the results. Comparisons with traditional algorithms have shown that the hybrid 

algorithm outperforms the algorithm when it comes to arriving at optimal solutions quickly and 

accurately, which improves its feasibility in advanced optimization applications. The hybrid 

algorithm is built according to the following steps: 
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Step 1: Exploration using PSO: The algorithm begins by randomly initializing a set of particles 

within the search space. The initial position and velocity of each particle are determined. The 

particles move according to the PSO equations to explore various solutions, ensuring that initial 

solutions are thoroughly examined. 

Step 2: Optimization using GWO: The best solutions are identified after an initial round of 

random search using PSO. The algorithm moves to the GWO optimization phase, where 

solutions are clustered around the best wolves (Alpha, Beta, Delta). The positions are adjusted 

based on the gray wolf's movement toward the leader (Alpha), leading to progressively improved 

solutions. 

Step 3: Iterative Updating: The hybridization steps are repeated for a specified number of 

iterations or until a stopping condition is reached. The locations are updated in each round based 

on the PSO and GWO rules. PSO benefits from local optimization, while GWO benefits from 

focusing on the optimal solution. 

 

3. Simulation study 
The simulation process was conducted according to specific steps that ensured the highest 

possible accuracy, based on the Mean Squared Error (MSE) criteria. The simulation was 

performed by generating each case using 1,000 iterations to ensure the reliability and accuracy of 

the results. Different sample sizes were tested to investigate the method's performance, including 

25, 50, 75, and 100. This variation in sample size aims to determine the extent to which 

estimation accuracy is affected by data overload, as the method's efficiency can vary depending 

on the amount of available information. 

Step1: Initialize all the parameters of PSO,GWO, GA , and PSGWO algorithms  then used the 

objective function    ( )     ( )    ∑   (    
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Step 2: Generate   random samples as            which are follows the continuous uniform 

distribution defined on the interval (0,1).  Then transform it to a random sample follows 

Modified Log-logistic Distribution using      as follow: 
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PSO,  GWO, GA and hybrid algorithms were used to find the best initial estimate of the 

parameters [ ,  ,  ]. 

3- Based on L=1000 trials The MSE (mean square error) between the real and estimated values 

is calculated from         
 

 
∑ ( ̂    )

  
   . 

 

4. Results and Discussion 

In this study, a hybrid optimization method (PSGWO), which combines the particle swarm 

optimization (PSO) algorithm and the gray wolf optimization algorithm, was used to estimate the 

survival function of the modified log-logistic distribution. This method aims to improve the 

accuracy of estimating the distribution parameters by reducing the mean squared error (MSE) 

compared to the three standard meta-heuristic algorithms (PSO, GWO, and GA). 

Tables 1-3 present the simulation results to measure the effectiveness of the estimation methods 

(PSO, GWO, GA, and PSGWO) when using fixed values ( ,   ,  ) and at four different sample 

sizes (25, 50, 75, and 100). This comparison aims to evaluate the performance of each method 

based on the mean squared error (MSE) for each case. These results demonstrate that the hybrid 

approach (PSGWO) outperforms the three algorithms in all scenarios, regardless of sample size. 

This superior performance is due to the benefits of both PSO, GA,  and GWO.  

It is worth noting that combining the PSO algorithm with MLE enhances estimation accuracy 

and reduces the mean square error. This is because PSO provides random searches and 
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multidirectional exploration, which iteratively improves the results until an optimal value is 

reached. In comparison, MLE has difficulty estimating optimally when parameters are 

nonlinearly related or interact in complex ways.  

These results highlight the importance of utilizing PSOMLE in applications that necessitate 

precise survival function estimation, such as medical studies and reliability analysis in 

engineering systems. For example, in clinical studies aimed at evaluating the efficacy of a new 

drug, significant errors in estimating the survival function can lead to erroneous conclusions 

about treatment effectiveness. Therefore, using PSOMLE can provide higher accuracy in such 

estimates, ensuring more reliable results. In addition, applying this method in engineering fields, 

such as reliability analysis of devices and systems, can contribute to more accurate predictions of 

failure periods, which helps in developing more effective maintenance plans and reducing 

operational costs. 

In addition, applying this method in engineering fields, such as reliability analysis of devices and 

systems, can contribute to more accurate predictions of failure periods, which helps in 

developing more effective maintenance plans and reducing operational costs. 
Table 1. MSE values of   ̂       when          ,         ,       

n PSO GWO GA PSWGO 

25 6.9953e-08 6.9953e-08 1.9659e-07 1.7876e-09 

50 2.7607e-07 2.7607e-07 3.8507e-05 1.8872e-07 

75 9.8395e-07 2.1236e-07 7.4692e-05 6.8345e-08 

100 1.2679e-07 1.2679e-07 1.5081e-05 1.1141e-08 

 
Table 2. MSE values of   ̂       when      ,       ,   2 

n PSO GWO GA PSWGO 

25 3.4170e-14 3.4170e-14 2.7971e-05 2.0282e-08 

50 6.6620e-13 6.6620e-13 6.4076e-05 1.4275e-07 

75 1.2798e-11 1.2798e-11 3.1735e-05 1.0033e-07 

100 1.6362e-12 1.6362e-12 2.4446e-05 2.0441e-07 

 

Table 3. MSE values of   ̂       when        ,     ,       

 

5. Conclusion  
In this paper, a Log-logistic Distribution was modified by adding a shape parameter to 

improve the accuracy of estimates by adapting the model to data centered around a specific 

value, thereby increasing the model's ability to predict more effectively.  Additionally, a new 

hybrid meta-heuristic algorithm was proposed to estimate the survival function of the modified 

log-logistic distribution. We used three standard metaheuristic algorithms to compare the results 

based on a simulation study and the mean square error criterion. Based on the results obtained, 

hybrid algorithm offers an optimal balance between exploration and exploitation, resulting in 

more accurate and reliable solutions for survival function estimation. The study recommends 

adopting these innovative methods in medical and industrial applications to achieve optimal 

results. Future studies could further improve the performance of these algorithms by 

incorporating additional technologies or improving search strategies. Ultimately, this research 

represents a crucial step toward developing more efficient and flexible methodologies in the field 

of survival analysis, thereby contributing to more informed and better scientific and practical 

decision-making. 

 

 

n PSO GWO GA PSWGO 

25 6.3215e-07 4.0170e-07 2.8996e-05 2.1989e-08 

50 1.9951e-07 1.9951e-07 4.4248e-05 1.4848e-08 

75 1.0310e-06 4.1310e-07 6.7700e-05 4.1669e-07 

100 3.9906e-06 7.6375e-07 1.7219e-04 3.3690e-08 
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