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Abstract

This paper is concerned with preliminary test single stage shrinkage estimators for the
mean (q) of normal distribution with known variance s? when a prior estimate (qo) of the
actule value (qg) is available, using” specifying shrinkage weight factor y(¥) as well as pre-test
region (R).

Expressions for the Bias, Mean Squared Error [MSE(Y)] and Relative Efficiency
[R.EFf.(] of proposed estimators are derived. Numerical results and conclusions are drawn
about selection different constants including in these expressions. Comparisons between
suggested estimators with respect to usual estimators in the sense of Relative Efficiency are
given. Furthermore, comparisons with the earlier existing works are drawn to shown the
usefulness. of the proposed estimators.

Key Words: Prior Estimate, Shrinkage Estimator, Shrinkage weight factor, Pre-test
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1.Introduction

Some time we may have a prior estimate value (point guess) of the parameter to be
estimated. If this value is in the vicinity of the true value, the shrinkage technique is useful to
get an improved estimator. Thompson in [1], Mehta and Srinivasan in [2], Singh at el in [3]
and others suggested shrunken estimators for different distributions when a prior estimate or
guess point is available. They showed that these estimators perform better in the term of Mean
Square Error when a guess value qp close to the true value g.

Assume that x;, X2, ..., X, be a random sample of size (n) from a normal population with
known variance (s?)and un-known mean (q).
In conventional notation, we write x~N(q,s?) (1)

Preliminary test estimator in Thompson [1] is considered for estimating the parameter g in
previous model of distribution in (1) when a guess point (prior estimate) o is available about
g due the past knowledge or similar cases.

From the empirical studies 1t has been established that the shrinkage estimators performs
better than the usual estimator when the guess point be very close to the true value of the
parameter. Therefore to make sure whether q is closed to go or not, we may test Ho:,g = Qo
against Hi: g 2 o, SO we denote by R to the critical region for above test.

Thompson suggested shrinking the usual estimator a of q towards the prior guess point qo
and proposed the estimator & =y/(q)q+(1-y(q)g,, Where (1-y(q)) represents the

experimenters belief in the guess point qo. He was found the estimator & is more efficient

than E] if the true value q is close to o (Ho accepted) but may be less efficient otherwise,
therefore to resolve the uncertainty that a guess point value is approximately the true value or
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not, a preliminary test of significance may be employed. So he take the usual estimator E]
when q is far a way from qo (Ho rejected) after he made the preliminary test.

Thus, the preliminary test shrunken estimator has the following form

_ty@ag+@-y(@)g, .ifqTR
§=1. oo v4(2)
T4 JifgTR

where R is the preliminary test region for acceptance the null hypothesis Ho as we mentioned
above, q is the usual estimator of g, y(q) is a shrinkage weight factor such that 0 £y(q)£ 1

which may be a function of q or may be a constant (ad hoc basis).
Several authors had been studied a preliminary test shrinkage estimator which is defined in

(2) for special population by choosing different weight factors y(a). See for example [4], [5],
[61, [7], [8]. [3], [10], [11],[12]and [13].

The aim of this paper is to modify the preliminary test shrunken estimator which is
defined in (2) for estimate the parameters (q) of the proposed distribution model (1).
Therefore, the form of the proposed modify preliminary test shrinkage estimator is as below:-

i 3 Bi@a+-y,@)a, . if @TR »
TY.(@a+A-y,(@))g, ,ifglR

where . (6|), (1=1,2) is ashrinkage weight factor such that 0 £y, (6|)£ 1.
The expressions for Bias, Mean Square Error and Relative Efficiency of the estimator
8., above are derived. Numerical results of these expressions were made to show the validity

and the usefulness of the proposed estimator when it compares with the usual and existing
estimators.

2. Preliminary TestSingle Stage Shrunken Estimator §,.,
In this section, we want to estimate the parameter q using the following preliminary test
Shrunken estimator:

. (@a+1-v,(q ifqTR
&m:!,yl(q)q (-1 (@)d TRy )
Y. (@a+(Q-y,(@))g, ,ifglR

where Yy, (a), (i = 1,2) is shrinkage weight factor such that 0 £y, (E|)£ 1 and d is usual

estimator of g as well as R is the pretest region for acceptance of testing the hypothesis Ho:q =
Qo Vs. the hypothesis Hi:g * qo with level of significance a using test statistic

T(/q,) = a-

/«/_'

) s? s?
e.R =[-q, - Za/2\/7'_q0 + Zam/T] ...(5)

where Za, is the 100(a/2) percentile point of the standard normal distribution.

In the estimator &, which is defined in (4), we assume that Yy, (q) = 0 and y2(q) = e~
10/n
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The expressions for Bias and Mean Square Error (MSE) of &, are respectively given
as below:-

Bias (‘%pT1| q, R) = E(&pTl) -
= 3[-(a-a,)If (@ a)dg +[e™*" (G - d,) + (d, - )] f(a] a)dq

— ~ 2
where R is the complement region of R in real space, q ~ N(m,s—) and
n

exp[-n(q - )% /25°], -¥ <q < ¥, -¥<q<¥s230.

f(q|q,s?) = n
(@|a )S@

The previous expression will result

A S = n - n - n
Bias (pr; | A, R) :ﬁ{—l[l—e O 46 (a,,b,)] - €797, (a,, by)} ...(6)
where
b,

Je(a1,b1)= Z'e?'%dz,1=0,1,2, ..(7)

1,
and 7= V0@ | *m(q'q(’),al =-1-2,,b,=-1+2,, ..(8)

S S

MSE (Gr [9,R) = E(pr -0)°
:SHZ{( lOIn) 1+ |2) |2(29_10ln '1)'(e_m/n)z[‘lz(al’bo+2|‘]1(a1’b1)+ |2.]0(a1,b1)]— (9)
267" 1[J, (a,,b,) + My (b)) }

3. Preliminary TestSingle Stage Shrunken Estimator §,,,
In this section, we use the following estimator to estimate the mean g of model (1).

l(a/b)q+[1 (a/b)]q, , if TR,

...(10)
1~[1 (a/b)]q+(a/b)q0 , ifgIR.

ie.; we put forward yl(a):a/b and yz(a):l—a/b in equation (3), where a and b are
positive real numbers such that a £ b).
The expressions for Bias and Mean Squared Error (MSE) of (., are respectively
given as follows:-
Bias (&PTZ |q,R) = (s/«/ﬁ){(Za/b -, (a,,b,) - 1, (a,, b))+ (a/b)l} ..(12)
and,
MSE (§or, |a.R) = (57 /m{(2a/b - D13, (a,,b,) - 13, (3, b.)] + L-a/b)* + @l /b)’}  ...(12)
There is no doubt to take b=1 and find the value of (a) by minimizing the
]
MSE(8er.Jd.R):
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IMSE(ErJa.R) _ .
fa
Therefore the value of (a) becomes:

MSE(q/q) - (g, - a)Bias(a/q) - §[(a/a)* + (q, - a)°If (a/ q)dq

MSE(q/ q) - 2(d, - 9)Bias(q/ @) +(d, - a)°
by simple calculation,

— l_‘]z(al’bl)+ Iz‘]o(alvbl)
1+ I
1? MSE (8r.Ja,R)
fa’
To be ensure that a T [0,1], we take
10 jifa £0
::’a* Jif 0<a’ <1
4 ifai31

ie.

a*=

o ..(13)

a*

..(14)

=1+ 1* >0

we denote to the Bias Ratio of &pTi as B(8pr;) which is defined as

Bi 0, R
B(tpy) = et 4 F)

See [6], [7] and [8].
The Efficiency of the proposed estimator c%PTi (i=12) relative to estimator ( is defined as :

MSE(q)

MSE (851 |a. R)
See [1], [6], [7] and [8].

for i=1,2 ...(15)

REff (4pr; [0.R) = , il = 1 ...(16)

4. Conclusions and Numerical Results
From the expressions of Bias and MSE of §;,i=1,2, the following could be easily seen -

1) i. B(8p7; |0, R) is an odd function of I for i=1,2.

iil. MSE(dpr; | q,R) is aneven function of 1 for i=1,2

I. The considered estimator 4. is a consistent estimator of g,
ie; lim MSE(8p7;|9,R) = 0 for i=1,2.

Iv. The consider estimator §,; dominates (a) with large sample size (n) in the term of
MSE,
ie.; lg[MSE(&PTi) - MSE(Q)] £0, for i=1,2

v. Practically, the consider estimator §;is unbiased when g = do,
ie; limB(bpr |a,R) =0, for i=1,2 and for each a and 1.
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2) The  computations of Relative Efficiency [R.Eff(§,1;)] and Bais Ratio

[BO][=vn B(dpri)/s] of consider estimator &,p; (F1,2) were made on different

constants involved in it, some of these computations are given in attached tables (1) and
(2) for some samples of these constant e.g. a = 0.02, 0.01,0.05,0.1and I =
0.0(0.1)1,2. The following numerical results from the mentioned tables leads to:-

I. Relative Efficiency of 4., (i=1,2) is maximum when g » do, and decreases with
increasing value of 1.

ii. Relative Efficiency of §,; (=1,2) is maximum when the value of a is small.
Le.; the Relative Efficiency of §.,; decreases with size a of the pre-test region in
neighborhood of q » qo.

iii. The Bias Ratio of ., are reasonably small when g » qo, for i=1,2.
i.e.; The Bias Ratio decreases as I decreases.

iv. The Bias Ratio of &PTi decreases when a increases, for i=1,2.

v. The Effective Interval [the value of | that makes R.Eff.(.) greater than one] using
proposed estimator &, is [-1,1] for i=1,2.

vi. The estimator &, is better than the estimator 4., in the sense of higher Relative
efficiency for each a and I.

vii. The Relative Efficiency of &, decreases function with increasing of (n) for each a
and 1.

3) The consider estimator &,;(i=1,2) is better than the usual estimator (q) and than the

existing estimators, for example Thompson (1), Al-Hemyari and Al-Juboori (14) and
others in terms of higher Relative Efficiency specially at q» qo

4)  From the above discussions it is obvious that by using guess point value one can improve
the usual estimator. It can be noted that if the guess point qo is very close to the true
value of the parameter g (i.e.; 1 is approximate close to zero), the proposed estimators

perform better than the usual estimator EI If one has no confidence in the guessed value
then proposed preliminary test Shrinkage estimators can be suggested. We can safely use
the proposed estimators for small sample size at usual level of significance a and

moderate value of shrunken weight factor y(q).
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